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and assessments, especially in Shaken Baby Syndrome/Abusive Head Trauma (SBS/AHT) cases.  Attendees will also discover how
bias can improperly sway the perceptual and cognitive judgments of forensic examiners and produce faulty conclusions, even in the
absence of malicious intent.

Impact on the Forensic Science Community: This presentation will impact the forensic science community by clearly demonstrating
how various types of bias can adversely impact evaluations of evidence and decision-making in all forensic disciplines.  Understanding
the sources of bias and learning how to limit or minimize their influence is essential for improving the reliability and accuracy of deci-
sions made by forensic experts and avoiding miscarriages of criminal and civil justice.  All forensic scientists and laboratory directors
must be keenly aware of the potential for bias and the types of internal procedures and protocols that can and should be implemented
to minimize the impact of bias in forensic investigations and casework.
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8:30 a.m. - 8:35 a.m. Introductory Remarks by AAFS President Daniel A. Martell, PhD
Daniel A. Martell, PhD

8:35 a.m. - 9:05 a.m. Bias Control:  The National Commission on Forensic Science, The National Institute 
of Standards and Technology (NIST) and the Draft Guidance on Cognitive Bias Effects 
From the Forensic Science Regulator for England and Wales
Michael Risinger, JD

9:05 a.m. - 9:40 a.m. Bias Effects in Forensic Handwriting Investigations and Expert Testimony:  
An Insider’s View
Andrew Sulner, MSFS, JD

9:40 a.m. - 10:15 a.m. Bias in Forensic Science Evidence:  A Judicial Perspective
Donald E. Shelton, JD, PhD
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10:30 a.m. - 11:15 a.m. Cognitive and Motivational Causes of Investigative Error
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11:15 a.m. - 12:00 p.m. The Forensic Confirmation Bias:  Problems in Human Nature and Solutions
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1:30 p.m. - 2:00 p.m. Bias Effects in Forensic Science:  A Perspective From a Caseworking Forensic 
Scientist Who Uses Sequential Unmasking Techniques
Glenn M. Langenburg, PhD

Program Description: A multidisciplinary faculty of distinguished psychologists, lawyers, forensic scientists, and others will provide
attendees with a clear picture and concrete examples of how and why bias affects the outcome of forensic investigations.  Attendees
will learn about the various experimental research studies that reveal the susceptibility of investigations to the prospect of psychological
error due to cognitive and motivational factors, thereby increasing the risk of miscarriages of criminal and civil justice.  Attendees will
learn about practices that should be avoided and followed in order to minimize potential biasing influences.  Examples from actual
forensic casework in both criminal and civil cases will be used to illustrate the impact of bias on the outcome of forensic examinations
and the manner in which such opinions are reported or expressed in court.  Attendees will also learn about how proffered expert opinion
evidence tainted by bias can be challenged or impeached at trial and how trial judges may rule on the admissibility of such evidence
in the face of challenges predicated on examiner (cognitive) bias.
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Editorial
Research focused mainly on bias will paralyse forensic science
1. Introduction

There is now a body of research that has reinforced what many
(including forensic scientists) had experienced before: decision making
in forensic science is not immune to bias. Confirmation bias, associated
with the potential adverse impact of contextual case information, has a
prevalent position among the potential cognitive influences. It has been
the object of research (for a recent overview, please refer to the feature
article by Kassin et al. [1] and the follow-up commentaries [2–12]) and
figures in the top priorities of many organisations. For example, the
theme of bias received top research priorities in the 2009 NAS report
recommendation 5 [13].

Forensic journals have also put bias at the forefront of their publica-
tion agenda and we can observe a constant feed of papers testifying to
various degrees on the risk of having forensic scientists' judgement
tainted by inadequate bias. The trend goes also across all forensic disci-
plines as attested by papers published since 2011 on fingerprints
[14–16], DNA [17], anthropology [18], handwriting [19,20] or odontology
[21].

I do not want to minimize the importance of the above and how it
contributes to a better management of forensic science, but should
research remain focused on processes, or should we not move on to
the basic understanding of the forensic traces?

I can foresee the following risks of being focused on bias only:

(a) The risk of enforcing the view that the forensic scientists should
bedetached, blind and immune fromanyexternal influences (es-
pecially from the inquiry).

(b) The risk of enforcing the view that forensic experts can continue
to operate as “black boxes” provided they work according to
regulated standard operating procedures, designed to cure for
bias and that estimates of the error rates associated with their
decisions are disclosed. A corollary is the risk to ignore the need-
ed requirement to develop fundamental research in areas domi-
nated by decision-making processes based largely on human
perception and skilled judgement.

I view both of the above risks asmajor obstacles towhat forensic sci-
ence could offer to the criminal judicial system. Let me give you a few
personal arguments. I am conscious that they may provoke reactions
and, yes, these opinions involve judgement and as such could be consid-
ered as biased!

2. The risk of a “blind” forensic scientist

Forensic science laboratories are moving quickly into becoming
providers of service commodities: they receive pre-processed samples
and are just asked to apply a given analytical technique to the content
of these test tubes. The forensic work is segmented without any
Please cite this article as: C. Champod, Research focused mainly on bias
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encouragement towards an integrated approach. The mechanisms of-
fered to mitigate contextual bias just validate such a vision of forensic
science: it is proposed to blind examiners from any domain-irrelevant
information or to adopt sequential unmasking procedures. The whole
enterprise is driven by a risk adverse strategy focused on the micro-
management of detected errors. Each new error will bemore expensive
to fix,will bring its new sets of procedures, andwill hinder any develop-
ment. Opportunitieswill systematically be first vetted against the risk of
bias (even the unconscious ones) and then only its potential to improve
policing and the criminal justice system. Is this the future of forensic
science? Is this how forensic scientist wants to contribute? What
about the ‘science’?

As noted by Dror [22], an appropriate balance needs to be found be-
tween the risks and benefits. However, at the moment, I do not see any
sign that the forensic community has found this appropriate balance.

For example, good practice of case assessment and interpretation
[23] invites the forensic scientist to inquire about the needs of the case
(beyond the police request) and to obtain contextual elements in
order to help formulate propositions against which the forensic findings
will be assessed. This step requires obtaining information regarding the
activities alleged by the parties (hence requirement for some contextual
information). To prevent that risky exchange of information, Risinger
[24] urged forensic scientists to deal exclusively with source level issues
and leave the rest to the factfinder. Defaulting to source level issues on
the ground that case information should not be disclosed to the forensic
scientist is very dangerous inmy opinion. I recently expressed that view
in relation to the interpretation of small quantity of trace DNA [25]:
there is a riskwith leaving the presence of DNA to be assessed by others,
left to advocacy, when the scientist can bring decisive knowledge in-
cluding highlighting how complex the task may be. This discussion is
not new and let me clarify that the risk I am referring to here is the
risk for potential miscarriage of justice due, partly or fully, to the strict
and blind segmentation between the forensic scientist and the investi-
gation. As Roberts and Willmore already put it [26, p. 137] in 1993:
“Our research suggests that the superficially attractive objective of
shielding the forensic scientist from information which might
inappropriately influence her scientific judgment should be abandoned
in favour ofmore productive efforts to improve the extent and quality of
the information exchange between FSS scientists and instructing
lawyers.”

I observed another worrisome trend when commentators looked
into the broader investigative usage of forensic science. It has been
rightly noticed by Laurin [27] that the 2009 NAS report did not gave
any in-depth consideration of the use of forensic science as a police in-
telligence and strategic tool. Indeed the NAS report proceeded under a
very narrow view of a laboratory providing services to generate forensic
findings to be used potentially in a court of law. The work of my col-
leagues in this investigative and crime analysis area [28–30] and
will paralyse forensic science, Sci. Justice (2014), http://dx.doi.org/
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translated into operational benefits by various police forces in
Switzerland testifies to the fundamental merit of the approach. A system-
atic collection of forensic traces (e.g. biological traces, footwear marks,
earmarks, tool marks) allows connecting apparently unrelated cases.
When this information is structured in the context of time, geography,
types of targets and modus operandi, it successfully allows identifying
and following criminal phenomena. But when Cole [31] responded to
Laurin [27], hedescribed the approach as a nostalgic and “unabashed at-
tempt to recapture a lost vision of both forensic science and scientific
policing.” The risk of bias is raised again and it is posited as a matter of
principle that there is a requirement to separate forensic science from
investigation. But the perceived risks are only postulated and have
never beenmeasured. The bias is becoming the attractive swiping argu-
ment to legitimate a paralysed vision of a detached forensic laboratory
working in silos, even between forensic scientists, to avoid any ex-
change of knowledge.

3. The risk of the “black box” expert

Research on bias promotes a view of a forensic scientist delivering
decisions on the issue, most of the timewith yes/no decisions regarding
for example the source of the examined items. It perpetuates a status
quo of the forensic examiners empowered to make decisions. In that
paradigm, the experts (through training and experience) have acquired
a status of adjudicator by delegation of the court and we just want to
monitor/calibrate them. The efforts towards an understanding of how
they make decisions become secondary because the system is satisfied
that experts can come to the correct decisions under controlled
conditions.

Biedermann et al. [32] make a strong case for the use of probabilistic
statements in the forensic identification disciplines, rather than stating
blunt (or apparent) certainties. They rightly insisted on the probabilistic
nature of the endeavour. But despite some calling for a change of culture
[33] or reporting practice [34], the dominant view is for experts to keep
reporting opinions amounting to a factual establishment of sources. I do
not understandwhywe are so far from an application of likelihood ratio
associated with fingerprint evidence. The recent paper by Neumann
et al. [35] gave the perfect signal for a development but unfortunately
(and partly due to the closure of the Forensic Science Service), instead
of pursuing, I sense that all future efforts will concentrate onmeasuring
experts' performance and not in changing how they interpret and re-
port their findings.

Measuring error rates from experts will provide needed indicators
for quality but I can hardly see this as the panacea and it may even
serve as a proxy for more fundamental research on the forensic trace
itself. Take the most recent study by Ulery et al. [36], the reported rate
of false positive is 0.01%. When presented in court with a decision of
identification, the weight associated with the decision will not be mea-
sured against that rate. The rate will just serve as initial pass criterion.
Does the court trust the discipline and its practitioners? If nothing indi-
cates that the testifying examiner deviates from the practice espoused
by the experts tested by Ulery et al., we can predict that the testimony
will be trusted. By trusted, we mean an absolute confidence on the
strength of the conclusion. In other words an expression of a likelihood
ratio that is so high in favour of a common source that the chance of an
error is considered as so small as to be dismissed. The problem here is
that there is no appropriate weighing of the contribution of the forensic
findings. Only structured and systematic research on the features them-
selves (and not of the experts' decisions) can lead to such a state. Proce-
dures guarding against bias and measurement of experts' error rates
will only provide satisfecit allowing courts to trust the expert's opinion.
But that opinion will remain being delivered ipse dixit. That process
offers no mechanism to effectively measure the actual weight to be
attached to the forensic findings.

Research favouring a systematic acquisition of data associated with
the features used holistically by experts should be at the forefront of
Please cite this article as: C. Champod, Research focused mainly on bias
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the agenda. The research should not be designed to validate practice
that prevailed for years in a given area, but to support a more funda-
mental change in the way forensic evidence is delivered in court.

To put some context on the above argument I will use an example
outside the usually discussed forensic disciplines. The provision of evi-
dence based on the examination of earmarks and earprints is still in
its infancy [37]. We could choose two research strategies:

(1) Establish a community of experts, train them to the task, develop
examination protocols that will limit bias and measure their
decision performance. Regardless on the training efforts, I can
predict that the false positive rate in their decisions will be
about 1%. Will the court be able to handle an identification
decision delivered by an expert qualified with a 1% error rate?
Especially when informed that earmarks may vary drastically in
their quality and that when the information from the mark is
limited the probability of an error could reach more than 20%.

(2) Measure systematically the earmark/earprint features on ade-
quate samples, acquire new knowledge, and strive to assign a
likelihood ratio to a comparison between a mark and a print. Re-
cent research [38] has shown that on the average likelihood ratio
when comparingmarks and prints from the same source is of the
order of 103. And needless to say that in a given case, the case-
specific likelihood ratio (based on the intrinsic merit of the
mark) will be quoted.

In my opinion, the second option should be on the top of the re-
search agenda. And I amhappy to generalise this to all forensic domains
where currently a full holistic expert-based approach is used (such as
fingerprints, handwriting, tool marks and firearms, bite marks or foot-
wear marks).

To conclude, I argue that we shouldmove away from the “black box”
approach and studymore deeply, in a systematic approach, the forensic
traces themselves.
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Letter to the editor

that clearly establishes the pressing need for all forensic areas to address
Regarding Champod, editorial: “Research
focused mainly on bias will paralyse
forensic science”
Dear Dr. Barron,

In 2009, a report of the (US) National Research Council declared that
“[t]he forensic science disciplines are just beginning to become aware of
contextual bias and the dangers it poses” [1]. The report called for addi-
tional research and discussion of how best to address this problem.
Since that time, the literature on the topic of contextual bias in forensic
science has begun to expand, and some laboratories are beginning to
change procedures to address the problem. In his recent editorial in
Science and Justice, Christophe Champod suggests that this trend has
gone too far and threatens to “paralyse forensic science” [2]. We think
his arguments are significantly overstated and deserve forceful refutation,
lest they stand in theway ofmeaningful progress on this important issue.

Dr. Champod opens by acknowledging that forensic scientists are
vulnerable to bias. He says that he does not “want to minimize the im-
portance of [research on this issue] and how it contributes to a better
management of forensic science…” He continues by asking “…but
should research remain focused on processes, or should we not move
on to the basic understanding of the forensic traces?” He then com-
ments on risks of “being focused on bias only.” By framing the matter
in this way, Dr. Champod creates a false dichotomy, and implies facts
about the current state of funding and research that are simply not the
case. He seems to be saying that currently all or most research funding
and publication is directed towards problems of bias, and little or
none towards “basic understanding of the forensic traces.”Dr. Champod
should know that this is not the case, however, since (among other
things) he is a co-author of a marvellous recently-released empirical
study on fingerprint analysis funded by the (US) National Institute of
Justice [3]. Any perusal of NIJ grants, or the contents of leading forensic
science journals, would not support Dr. Champod's apparent view of the
current research world.

It would of course be amistake for all of the available funding for re-
search on forensic science topics to be devoted to the potential effects of
bias, but again, this neither is the case currently nor is it in our opinion
likely to become the case in the future. To discuss the risks of focusing
“on bias only,” is simply raising a straw man when no one, not even
themost ardent supporter of sequential unmasking or other approaches
to the control of biassing information in forensic science practise,
suggests focusing research “on bias only.”

That said, we do believe that the research record both in forensic
science and in a variety of other scientific areas has reached a point
http://dx.doi.org/10.1016/j.scijus.2014.06.002
1355-0306/© 2014 Forensic Science Society. Published by Elsevier Ireland Ltd. All rights reserv
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the problem of contextual bias. As Andrew Rennison, whowas then the
forensic science regulator for England and Wales, told the plenary ses-
sion of the American Academy of Forensic Science in February, “we
don't need more research on this issue, what we need is action.” This
is not to say that further research on bias and its effects is not valuable,
and should not be appropriately supported, but merely that it is not re-
quired as a precursor to taking steps to control the pernicious effects of
biassing information in practise.

Dr. Champod argues against taking such steps, however, claiming
that bias reduction efforts create two risks. First, there is the “risk of
the blind forensic scientist,”which he explains as: “[t]he risk of enforcing
the view that the forensic scientists should be detached, blind and im-
mune from any external influences (especially from the inquiry).” In es-
sence, he is concerned that forensic scientists will be isolated from
investigators in ways that undermine their effectiveness in supporting
criminal investigations. But his argument rests on the incorrect assump-
tion that forensic scientists must choose to play only one of two possible
roles — if they remain detached and blind (in order to insulate them-
selves from “external influences”) then they cannot play the broader ad-
visory role that Dr. Champod views as vital for effective investigations.

While Dr. Champod is correct that in a given case the two roles
cannot be played by the same person, he fails to acknowledge the obvi-
ous response that the two roles need not be played by the same person. For
example, it has been suggested that different forensic scientists in the
individual case be assigned to two different roles: case managers and
analysts [4–6]. Case managers would participate in investigations in
the manner that Dr. Champod contemplates but would not conduct or
interpret examinations themselves. Instead, they would screen the
information that is passed to colleagues (analysts) who could thereby
remain blind to potentially biassing contextual information while
conducting examinations and issuing laboratory reports. A given fo-
rensic scientist could be a case manager, or an analyst, or could alter-
nate between those roles (from case to case). We have argued on a
number of occasions that separating functions in this manner would
largely eliminate the “risk” that Dr. Champod associates with blinding
procedures [4–6]. We are perplexed at his failure to address this key
point in his editorial.

As Dr. Champod properly notes, there are two broad contexts in
which questions can arise concerning what forensic scientists should
know in order to do the job assigned to them: contexts in which the
expert's conclusions may be used in court, and contexts (such as more
generalised intelligencework)where the conclusions generated are un-
likely to be so used. The latter is often the case, for example, in regard to
computer forensics applications.

In the latter setting, it should be up to the investigating agency to de-
termine the extent to which they want to turn their forensic experts
into all-source experts (general detectives with an expertise compo-
nent, if you will). In such cases there would be no direct implication
ed.
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for persons charged in a criminal proceeding, assuming the two con-
texts can be kept sufficiently separate. But it would bewise for whoever
is leading such an intelligence operation to realise that using forensic
scientists in this way might undermine the reliability of the domain-
specific conclusions reached, thus impairing their utility in the more
general inquiry.

In the context of any forensic science application where the results
will be used as evidence in a legal case, however, and most certainly
against a defendant in a criminal case, the agency or laboratory respon-
sible for the results as evidence is no longer free to make its own deci-
sions about the costs and benefits of structuring the process one way
or another. Opinions that are influenced by contextual information not
relevant to the analyst's forensic expertise invade the province of the
factfinder, and run the risk of factfinder confusion as to the scope of
the forensic science expertise involved, and of double counting the
domain-irrelevant information— counting it once as part of the hidden
basis for the “expert” conclusion, and again by direct evaluation by the
factfinder. In this context, the risk of error fallsmost heavily on the crim-
inal defendant, and error reduction is a paramount concern. It is this
focus that was properly the focus of the NRC report, and properly the
focus of various calls for masking protocols to eliminate or control the
effects of biassing information.

No one who has called for such bias reduction measures has sought
to deprive forensic scientists of any information relevant to the exercise
of their expertise. Indeed, the leading framework for control of biassing
information, “sequential unmasking,” explicitly builds into its two-stage
process a filtration of domain-irrelevant information coupled with the
release of domain-relevant information with the potential to induce
bias in the least biassing order consistent with maximal accuracy [7].
Nor does this approach deprive law enforcement of investigatory guid-
ance informed by forensic expertise. The control officer who does the
filtration is also the interfacewith the “client” (usually law enforcement,
but sometimes the defence), and can freely perform this function. But
the forensic scientist doing the characterisation and interpretation of
the evidence in the individual case gives maximally accurate results
concerning case-specific issues within their expert domain based only
on domain relevant information released in the least biassing order. Fo-
rensic scientists owe the criminal justice system no less.

Dr. Champod also identifies a second risk, which he dubs “the risk of
the black box expert.” His concern, in essence, is that efforts to address
contextual bias will somehow interfere with the efforts of forensic sci-
entists to develop empirically-based match criteria that can be applied
more objectively. In our view, this second “risk” is no risk at all. No
one who calls for bias controls is in favour of using bias controls as an
excuse not to improve the objectivity and diagnostic value of forensic
science methods, or of depriving such efforts of funding. In fact, some
of the leading exponents of sequential unmasking were present at the
Royal Statistical Society when Cedric Neumann's foundational paper
(co-authored with Evett and Skerrett) [8] on improvements in finger-
print methodology was read, and they published highly laudatory com-
mentary upon it [9]. Ultimately research such as that, and the recent
extension of it referenced above [3] co-authored with Neumann by
Dr. Champod himself (along with Yoo, Gennesay and Langenburg)
might someday in the distant future bring fingerprint identification
to a point of such mathematised and mechanised perfection that
the potential for contextual bias would be trivial. But in the here
and now, fingerprint examination is not there yet, and none of the
other pattern-matching disciplines are even close. Until then our
choices are either to abandon such expertise wholesale (which is
not going to happen, nor should it), or to do what we can to insure
that their products proffered as evidence are as valid as possible. Proto-
cols to control biassing information are necessary for that, and will re-
main necessary for the foreseeable future. It is time for every current
area of forensics to require the adoption of such standards. It would
be hugely unfortunate if Dr. Champod's editorial became an excuse
not to do so.
Please cite this article as: D.M. Risinger, et al., Regarding Champod, editoria
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Dear Sir,
The person of interest, S, has a certain property associated with him

signified by a colour. In this case S is red. Other people are blue, green
etc. There are also other red people in the world. When a person
commits a crime there is a chance they will leave their colour behind.
In this particular case the crime was committed in a very dark room. A
photo of a mark in that room is taken and sent to the laboratory for
colour determination. A sample of S's colour is also submitted.

In the photograph the mark can be seen. Its colour is barely visible
but it is submitted to a specialist colour analyst for an expert opinion.
Should the analyst be told that S is red before she makes her colour
assessment? No. Should a photographer be sent back to the scene to
rephotograph the mark under acceptable lighting conditions? Yes.

This analogy illustrates one of the points made in the thoughtful
article by Champod [1] when he called for renewed energy in the
study of traces. We agree with Champod. Neither ourselves nor
Champod deny the existence of context effects. Much, but not all, of
the work on context effects has gone to showing the existence of such
effects. We agree that study on these should continue not because the
case needs proving, in our view the case is proven, but because
widespread acceptance and action are lacking. We applaud both the
sequential unmasking concept of Krane et al. [2] and the context
management approach of Found [3]. But, like Champod, we would
also greatly welcome improvement in the examination of traces.

Let us see what Champod actually recommends. He recommends
the development of systematic ways to measure and characterise the
features on a given sample, the acquisition of new knowledge, and the
development of methods to assign a likelihood ratio to a comparison.
We cannot agree more. How then is it that Risinger et al. [4] find
fault? There must be some misunderstanding happening. Risinger
et al. appear tomisread the Champod article as arguing againstmethods
to counter context effects. They further argue that there is ample
research in the areas for which Champod makes a call although they
do agree that this work is worthwhile. We feel that there is still a lot
to do in these areas. What substantial improvements have been made
in the probabilistic assessment of toolmarks, footwear impressions, or
fingerprints in the last decade? Progress is not zero but equally these
sciences have not been revolutionised.We have seen resistance to prob-
abilistic intrusion into these fields [5,6]. The status quo in these fields is
that well trained analysts compare impressions often side by side or in
http://dx.doi.org/10.1016/j.scijus.2014.07.003
1355-0306/© 2014 Forensic Science Society. Published by Elsevier Ireland Ltd. All rights reserv

Please cite this article as: J. Buckleton, et al., , Sci. Justice (2014), http://dx
overlay and then make a subjective judgement on the value of the
correspondence.

This is an appropriate point for us to remark thatwe have nodifficul-
ty with the notion of subjective judgement. Whereas we accept the
need for objectivity in the sense of a judgement uninfluenced by
irrelevant context effect. The notion that in any situation there is an
assessment of evidential weight that is objective in the sense of being
“real” and independent of human judgement is a myth.

This judgement is likely to be structuredwithin a construct designed
to improve the reliability of the opinion. One such commonly applied is
termed ACE-V which stands for analysis, comparison, evaluation and
verification. These experts are most likely to be working in an environ-
ment without explicit context management. We can think of the expert
and peer-reviewer and laboratory system as if it were some instrument.
We put in the evidence at one end and out the other comes an opinion.
We can measure the performance of the instrument under known con-
ditions. We can all agree that it is advantageous to remove any biasing
influences from this instrument. But Champod is calling for additional
effort as well as this removing of biasing information. He is calling for
fundamental scientific endeavours that improve the instrument. We
agree.
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ABSTRACT Statistics were derived from casework from the Minnesota
Bureau of Criminal Apprehension Latent Print Unit. These data represented a
portion of the latent print casework completed in the 2003/2004 calendar years
(N D 673 cases) and 2009/2010 calendar years (N D 885 cases). The 2003/2004
data revealed latent print recovery rates from various exhibits. Identifiable
latent prints were recovered 13% of the time on firearms, 13% of the time on
plastic bags, and no identifiable latent prints were recovered from fired or
unfired ammunition. The processing of evidence prior to submission to the
laboratory increased the chances of latent print recovery. Both data sets were
explored for the rate at which identifiable latent prints were reported (61% of
cases in 2003/2004 and 54% of cases in 2009/2010) and the rate at which
identifiable latent prints were subsequently identified to an individual in the
case (23% of cases in 2003/2004 and 25% of cases in 2009/2010). There was no
noticeable difference for the identification rate in property crimes versus crimes
against people.

The 2009/2010 data were explored for possible effects from analysts having
access to contextual information or significant interaction and communication
with police officers or prosecutors while working a case. We noted that 2% of
cases in the data qualified for this condition—the majority of BCA-LPU cases
are worked without contextual information or police interaction. Comparing
high context/high interaction cases versus no context/no interaction cases, we
found the latent print identification rates to be equal (21% versus 22%,
respectively).

KEYWORDS Fingerprints, bias, statistics, recovery rates, firearms, ammunition

INTRODUCTION

Finding a source for detailed and accurate fingerprint evidence from a crime
lab can be difficult. While some sources have provided general trends for foren-
sic service providers, proficiency testing results, or crime justice statistics (5;
Peterson et al. 2013), few crime labs actually publish data from their case results.
Elsewhere, we have reported data from a field study that focused on the volume
of unrecovered evidence and its potential weight of evidence (Neumann et al.
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2011), but that study did not examine elements such as
recovery rates from various processing techniques, sub-
mission trends, AFIS use and success, etc. The aim of
the present paper is to provide casework statistics, such
as latent print recovery rates and rates of identification,
that one would find in a fingerprint laboratory.

With respect to latent print recovery rates, recovery
rates on firearms and ammunition in actual casework
have been reported elsewhere (Barnum and Klasey
1997; Johnson 2010; Pratt 2012; Maldonado 2012).
These sources noted consistent recovery rates of 11%,
12%, 10%, and 13%, respectively, for firearms or maga-
zines from firearms, depending on the study. We wish
to contribute to those data as well, while adding
another layer of information by further subcategorizing
our firearms, as was done by Pratt (2012). Recovery
rates of latent prints from plastic bags from casework
have not been reported to date.

A portion of the present paper was dedicated to the
exploration of possible bias effects from significant
interaction between the forensic analyst and the case
investigator, or from analyst exposure to contextual
information about the case—information which has
nothing to do with the processing of the evidence.
Much has been made of these interactions, and there is
general concern for the influence it may have on the
accuracy of the results from a crime lab (Kassin, Dror,
and Kukucka 2013; Dror 2013; Dror and Hampikian
2011). Yet to date, no source has demonstrated that, in
a crime lab that works a high volume of cases, these
errors are frequent and exposure to contextual case
information is to blame. Contrived research, anecdotal
cases, and miscarriages of justice have showcased these
dangers (Office of the Inspector General [OIG] 2006;
Cole 2006; Dror and Charlton 2006). Yet, in compara-
ble non-forensic, diagnostic testing domains, such as
radiological diagnostic testing, there is considerable
debate about the advantages and disadvantages of mak-
ing patient clinical history available to the radiology
technician to render an accurate and efficient assess-
ment of the case (Potchen et al. 1979; Potchen et al.
2000; Loy and Irwig 2004; Dhingsa et al. 2004). Fur-
thermore, some research in the forensic domain has
pointed toward the benefits of information exchange
between analysts and investigators (8; 9; 3; Roberts and
Willmore 1993), while still acknowledging the pitfalls
of bias effects. This has prompted some authors to
argue that shielding a forensic analyst from case infor-
mation or failing to consider the evidence in the

context of the specific case may in fact lead to more
error or missed opportunities to critically evaluate the
evidence (1; Thornton 2010). They argue, generally,
that forensic scientists should enter a professional dia-
logue with the investigator to develop an appropriate
resource-conscious forensic strategy. This strategy can
limit the examination and testing just to those eviden-
tial items which can impact the investigation.

In the midst of this debate, there has been a call for
better quality assurance measures to prevent domain
irrelevant information exchange between the analyst
and the investigator (National Research Council 2009).
These suggested measures have ranged from blinding
the analyst from all domain irrelevant information in
every case (Haber and Haber 2008) to a sequential
unmasking approach, whereby case information is
revealed (“unmasked”) after critical decision making
stages have been completed (Krane et al. 2008). In this
scheme, the analyst will eventually have access to all
the case information, but only after it cannot influence
the analyst’s decision. Other variations to these
schemes have been proposed such as blind verification
in select cases (Cole 2013) or evidence line-up/distrac-
tor sample approaches (Wells, Wilford, and Smalarz
2013). Typically, these quality assurance measures must
be introduced by a case coordinator, who assigns the
case, filters information, and acts as a liaison between
the analyst and investigator. This approach raises some
questions such as: 1) which information should be
kept from an analyst? 2) what if contextual case infor-
mation could help the analyst make more accurate, effi-
cient, and informed decisions about the case? and 3) at
what cost (both monetarily and in terms of benefits ver-
sus risks) do these changes bring? (Langenburg 2012).

The present paper explores these issues and identifies
which cases may actually present the most danger of
error from bias. This will give a clearer picture of what
resources are required to address this issue or where
best to concentrate efforts and quality assurance meas-
ures to limit bias effects.

Demographics of Minnesota and the
BCA-LPU

The data in the present paper represent samplings
from actual casework for the Minnesota Bureau of
Criminal Apprehension Latent Print Unit (BCA-LPU).
To properly assess these data, it is important to
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understand how the BCA-LPU operates and what are
the characteristics of BCA-LPU, the BCA in general,
and the State of Minnesota. Before comparing data
between agencies, it is important to ensure that what
constitutes a “case,” similar workflows, and similar pro-
cesses are compared for a fair apples-to-apples
comparison.

There are approximately 5.3 million people living in
Minnesota (United States Census Bureau 2012). About
60% of the population (3 million people) live in the
Minneapolis/St. Paul metropolitan area and suburbs,
and the remainder of the population is spread through-
out the mostly rural farmland or heavily wooded and
lake abundant state.

The BCA-LPU is the latent fingerprint section for
the State of Minnesota. The BCA-LPU services 87
counties. In actuality, since the two largest metropoli-
tan areas in Minnesota, St. Paul and Minneapolis,
have their own latent print units, the BCA-LPU does
not routinely receive requests from these agencies. In
effect, the BCA-LPU receives the cases from the
greater metropolitan area and the rest of the State of
Minnesota. The BCA-LPU is comprised of two labo-
ratories: the headquarters laboratory in St. Paul and a
regional laboratory in Bemidji. The St. Paul lab serv-
ices the lower half of the state and the metropolitan
area and the Bemidji lab services the upper half of the
state, which is more rural and less populated. The
BCA-LPU currently employs seven analysts (two in
the satellite lab and five in the central headquarters).
The range of experience of these analysts is from
4 years to 25 years in latent prints. The BCA-LPU is
part of an accredited laboratory system, under
ISO17025, and offers other testing services (e.g.
DNA, firearms, etc.). All of the BCA-LPU analysts are
certified latent print examiners by the International
Association for Identification (IAI).

The BCA-LPU provides processing, comparison,
and AFIS services. Analysts typically process their
own evidence, perform photography of any identifi-
able latent prints, perform the comparisons, enter
unidentified latent prints into AFIS, and write their
reports. The BCA laboratory offers on a voluntary
basis, the opportunity to join the BCA Crime Scene
Team, which primarily assists local law enforcement
when requested on homicides, kidnapping, officer-
involved shootings, etc. Many of the BCA-LPU serve/
have served on this team. This is relevant because, in
those cases, the attending analyst often will also be

the case-working fingerprint analyst. The authors
anticipate that the readers will have mixed feelings
about this. On the one hand, the attending analyst
understands why and how the latent print evidence
was collected and which evidence is most critical. On
the other hand, there may be concern that this level
of interaction, exposure to contextual information,
and perhaps even emotional investment, may influ-
ence an analyst’s decision in the case. The authors spe-
cifically wanted to explore that issue in this paper as
well.

In the vast majority (over 99%) of the cases received
by the BCA-LPU, the analysts receive case submissions
from local law enforcement. These local police and
sheriff departments have responded to a scene, col-
lected (and possibly processed to some extent) evi-
dence, and submitted it to BCA. The delay of evidence
submitted to the BCA-LPU can vary from a few days
to sometimes more than a year or more after the crime.
Because the evidence is received by “Evidence Special-
ists,” who take evidence into the BCA for all the foren-
sic sections at the BCA, the BCA-LPU analysts rarely
have contact with a submitter at the time of delivery.
In the course of working the case, the analyst may have
a need to contact the investigator with follow-up ques-
tions. These questions may occur at the beginning of
the process (e.g. “which of these 100 items should I
start processing first?” “this person does not have a fin-
gerprint record against which to compare”) or near the
end of the process (e.g. “I have identified the suspect in
the case several times, do I need to continue to com-
pare all the remaining 20 latent prints to this suspect
too?”). Often these questions help the analyst to allo-
cate their time and resources effectively. The concern
by some commentators is that in the course of those
conversations, the potential to be exposed to biasing
contextual information exists (Dror, Charlton, and
P!eron 2005; Mnookin 2010).

The BCA-LPU received approximately 1400 case
submissions for the 2012 calendar year. This submis-
sion rate has steadily climbed over the last 10 years.
The submission rate was around 1,000 to 1,100 cases
ten years ago. A Bureau of Justice (BJS) survey in 2005
reported the median number of latent print examina-
tion requests in the U.S. was 909 cases for the 194 agen-
cies that responded to the BJS survey (Durose 2008).
This places the BCA-LPU slightly above those submis-
sion rates, and certainly these numbers have increased
since 2005.

17 A Report of Statistics from Latent Print Casework
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MATERIALS ANDMETHODS

For the present paper, two data sets were prepared
by random sampling of completed BCA-LPU cases.
The first data set, which focused on recovery rates,
is referred to as the 2003/2004 data set. The second
data set, which focused on rates of identification,
impact of AFIS, and effect of exposure to case con-
text information and interactions between forensic
analysts and investigators, is referred to as the 2009/
2010 data set.

The 2003/2004 set was prepared by sampling 673
cases from a 12-month period of cases worked by the
BCA LPU in mid-2003 through mid-2004. At that
time, the BCA LPU was working about 1,000 to 1,100
cases per year. This sample is about two-thirds of the
cases worked in that time period. Specifically, the sam-
ple represented about 50% of the cases worked in the
St. Paul laboratory, and about 70% of the cases worked
in the Bemidji laboratory in this time period.

Data were collected through the use of a data sheet
prepared for each case. At the end of the data collec-
tion period, the data were entered into a Microsoft
Access (2003) database for analysis.

The 2009/2010 data set was prepared by sampling
885 cases from a 12-month period of cases worked by
the BCA LPU in 2009 and 2010. There were approxi-
mately 1,200 cases per year received by the BCA in
2009 and 2010. This sampling represented approxi-
mately 75% of the cases worked in St. Paul and 30% of
the cases worked in Bemidji. Caution is warranted
when comparing the data from 2003/2004 to the data
in 2009/2010; proportions should be compared to
minimize sampling and population size differences.

The BCA codes a case during its submission based
on the submitting officer’s description of the case. For
the 2003/2004 and 2009/2010 data sets, we pooled
case types together to identify four classes of case type.
These are:

1) Property crimes: includes burglary, theft, auto theft,
fire investigation, forgery, fraud, stolen property,
and vandalism.

2) Crimes against people: includes cases with death
investigation, homicide, attempted homicide, rob-
bery, criminal sexual conduct, assault, kidnapping,
threats, stalking, hit and run, etc.

3) Drugs: includes controlled substances with posses-
sion, sale, or manufacture.

4) Weapons: includes cases with unlawful discharge or
unlawful possession of a firearm.

In the 2009/2010 data, we assessed the level of
interaction between the case analyst and the police/
investigator(s)/prosecutor(s). We also assessed the
amount of contextual information, such as police
reports or investigative information, available to the
analyst in the case. To collect these data, a work-
sheet was completed for each of the sampled cases
by reviewing the case reports. We also reviewed the
LIMS (Laboratory Information Management Sys-
tem), which tracks case information and would
include such things as communiqu!es between the
analysts and investigators, police reports available to
the analyst at the time of the examination, and
notes regarding the analysts’ observations or deci-
sions in a case.

We categorized the level of interaction as “high,”
“moderate,” or “none/minimal.” The level of interac-
tion was deemed “high,” “moderate,” or “none/mini-
mal” based on the following criteria:

! High D significant interaction between investigators
or prosecutor, resulting from at least 3 phone calls,
at least 3 email exchanges, or attendance at the crime
scene.

! Moderate D 1-2 email or phone call exchanges
between submitting officer(s), prosecutor(s), or inves-
tigator(s) typically where case information and
details are exchanged.

! None/minimal D no recorded contact with submit-
ting officer(s), prosecutor(s), or investigator(s), or
minimal contact to clarify a case question (e.g., an e-
mail to check the spelling or date of birth of a sus-
pect, a phone call asking if the item had already been
processed, etc.

This assignment was obviously a judgment call of
the researchers. If there was any doubt, and any case
information appeared to be exchanged with the ana-
lyst and the requesting parties, then the case was
classified at a minimum as “moderate” interaction.
We also considered the reading of case information
to be a type of “interaction.” If it was clear in the
LIMS that the analyst had read considerable case
information (high or moderate context report) then
the level of interaction would be increased one level
(i.e., “none/minimal” interaction was raised to
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“moderate” if the analyst clearly read a detailed case
report). Although it should be noted that it was
only clear in 9 of 885 cases in the LIMS that the
analyst had read the report. It was also possible that
a detailed report was present, but it was not read by
the analyst.

The amount of contextual information available to
the case analyst was categorized as “high,” “moderate,”
or “none/minimal.” The level of contextual informa-
tion was deemed “high,” “moderate,” or “none/mini-
mal” based on the following criteria:

! High D significant case details were available in
LIMS. Typically, in “high context” cases, officers
have submitted detailed reports about the scene or
the investigation. These reports may include investi-
gator theories, detailed interviews with suspects, sus-
pect statements, or details and observations made
by investigators at the crime scene or during collec-
tion of the evidence. Cases where the analyst
attended the crime scene were also deemed “high
context.”

! Moderate D short reports or details about the crime
or investigation were provided by the investigator in
addition to the standard submission forms required
by BCA.

! None/minimal D no case details were provided
at all, or only minor, domain relevant informa-
tion, or required information for case submission
were provided on standard BCA submission
forms.

RESULTS AND DISCUSSION

Latent Print Submissions by Case
Type

The BCA LPU received approximately 1,000 to
1,200 case assignments per year in the considered time
frames for both data sets. Recent submission rates for
2011 and 2012 have increased by 20% to approxi-
mately 1400 per year.

The distribution of cases for both the 2003/2004
data set (recovery rate data set) and the 2009/2010 data
set (conclusion rate data set) is shown in Figure 1
below. It can be seen that property crimes were the
most common case type submissions for latent prints.
The BCA-LPU received over four times as many prop-
erty crimes as crimes against people or drug cases.

Care must be taken when comparing the two data
sets in Figure 1. The two samples have different sizes,
N D 673 and N D 885. A two-sample Z test for propor-
tions can be used to assess the statistical significance of
the difference in submissions between the two data
sets. There was a significant increase (Z D -4.18; p <

0.001) for property crime cases from 2003/2004 to
2009/2010; 432 out of 673 cases (64%) in 2003/2004
were property crimes compared to 655 out of 885 cases
(74%) in 2009/2010. Simultaneously, there was also a
significant decrease (Z D 3.15; p D 0.002) in crimes
against persons submissions for latent print analysis.
The differences between the number of weapons and
drugs submissions between the data sets were not statis-
tically significant (p > 0.05). The shift in property

FIGURE 1 Comparison of case submissions requesting latent print examinations by category of case type.
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crimes and crimes against people may be due to
changes in the types of cases submitted for DNA
analysis.

From 2003 to 2009, the BCA saw a significant
increase in property crime cases submitted for DNA
analysis. In 2003, the BCA received 1,714 DNA assign-
ments; 224 (13%) were property crime cases. In 2009,
the BCA received 3,407 DNA assignments; 907 (27%)
were property crimes. The sheer volume of casework
for DNA had doubled, but the proportion of property
crimes for DNA analysis had also doubled. In many of
these cases, latent prints were also being requested by
the submitters, or a DNA analyst at the BCA would
recommend latent print examinations to the submitter
in lieu of, or sometimes in addition to, DNA examina-
tions. This collateral effect is clearly seen in Figure 1,
both in the increase in submissions, but also in the
increased proportion of property crimes. We refer to
this as the “DNA trickle down” effect.

It should also be noted that, in 2003, there were 15
BCA DNA analysts to work the 1,714 submissions. In
2009, when the number of DNA submissions doubled
to 3,407, the number of BCA DNA analysts had also
nearly doubled to 27. In 2003, the BCA LPU had 7 fin-
gerprint analysts In 2009, the BCA LPU had 7 finger-
print analysts. Today at 300 more submissions
annually than in 2009, the BCA LPU has 6 (and a half
timer) fingerprint analysts.

While funding and backlog reduction funds (e.g.,
Coverdell grant) have been prioritized for DNA labora-
tories in the U.S., the same cannot be said for most
latent print units. Unfortunately, the latent print sec-
tions have not received the benefit of funding and per-
sonnel to match their DNA counterparts. As a result,
the increase in DNA testing requests has increased the
burden on the latent print section without a commen-
surate investment in latent print personnel or resources.

Identifiable Latent Prints and
Identification Rates

When determining the intrinsic value of latent
print evidence, an analyst at the BCA-LPU will first
note the presence of ridge detail, if any, observed on
the exhibit. Then the analyst will determine its “suit-
ability” (or in some agencies “value”) for comparison.
This is the analyst’s judgment of the utility of the
impression and the likelihood that they will be able

to reach a definitive conclusion (“identification” or
“exclusion”). Agencies will vary in how they apply
this approach as noted by SWGFAST standards (Sci-
entific Working Group on Friction Ridge Analysis
Study and Technology [SWGFAST] 2013). BCA-
LPU subscribes to Approach #2 as described in those
standards, whereby most impressions are compared
with the expectation that they can be identified
when presented with the correct source exemplars,
but not in all cases. In some cases, the correspon-
dence may be insufficient and an “inconclusive”
opinion due to the limited information in the latent
print, may be rendered. For the non-technical reader,
we have opted for the remainder of the paper to refer
to these latent prints that have been deemed compa-
rable by the analyst as “identifiable,” although in
actual practice at the BCA-LPU we use the term
“suitable for comparison.” Finally, it must be clari-
fied, that this decision of “suitability” takes place
before ever viewing the exemplars of any of the sub-
jects in the case; it takes place during the analysis
stage of the Analysis-Comparison-Evaluation-Verifi-
cation (ACE-V) process (Langenburg and Champod
2011).

In the 2003/2004 data, we recorded if the analyst
observed “any ridge detail.” This would include cases
where ridge detail was observed by the analyst, but not
recovered due to the perceived inability to exploit the
ridge detail. This question was not asked in 2009/2010,
although cases from 2009 comprised the data set used
in a previous study (Neumann et al. 2011) where the
amount of unrecovered ridge detail was quantified and
explored. In the 2009/2010 data, we were only con-
cerned with the proportion of cases with identifiable
latent prints. Lastly we examined the proportion of
these cases where the identifiable latent prints resulted
in “identification” decisions to either the victims or the
suspects. The distinction between victim and suspect
identifications was not made in the 2003/2004 data,
but was explored in detail in the 2009/2010 data. These
data are shown in Table 1 and they are further decon-
structed by case type.

In the 2003/2004 data, 575 out of 673 (85%) cases
had at least one item of evidence that bore some visi-
ble ridge detail for the analyst to evaluate for its
potential “value.” Of these 575 cases, 410 (410 out of
673 total cases D 61%) resulted in latent prints
deemed “identifiable.” Finally, for these 410 cases
where suitable ridge detail was observed, 152 cases
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(152 out of 673 total cases D 23%) had at least one
“identification” decision.

In the 2009/2010 data, 480 out of 885 (54%) cases
bore at least one latent print deemed identifiable. If we
compare this to the 2003/2004 data, we see there is a
drop from 61% to 54% of cases with identifiable latent
prints. This is a statistically significant decrease (Z D
2.64: p D 0.008), and may be due in part to the previ-
ously discussed “DNA trickle down” effect from
increased property crime submissions for both DNA
and latent prints. It may be possible that some of these
exhibits selected for DNA testing may not have been
the most appropriate or conducive for latent print evi-
dence, but since the exhibit has been submitted for
DNA, the officer requests latent print examination to
be done anyway. There is no actual cost to the officer
or prosecuting attorney and these decisions may not
always be carefully considered. It may be one of the fac-
tors leading to some of the observed backlogs in crime
labs (Durose 2008). Perhaps an approach closer to the
“case assessment model” as proposed by Cook, et al.
(1998) may lead to better screening and evidential
choices. A discussion between the scientist and the
investigator may allow for better choices when selecting
which items to analyze, or which tests to perform,
despite the potential risk of bias.

Recovery Rates From Various Exhibits

The rate of recovery of latent prints from various
substrates and exhibit types was not explored in 2009/
2010, therefore the data below only represent the
2003/2004 dataset. The cases were sorted into three
categories:

1) Lifts only: these were cases where latent prints were
recovered at the scene only by tape lifts or photo-
graphs. No exhibits to examine or process were
submitted.

2) BCA processing: these cases required processing of
exhibits by the BCA. They are the most time con-
suming due to the sequential application of differ-
ent development techniques.

3) Submitting agency processed: these cases had exhib-
its that were processed by technicians prior to the
submission to BCA. Processing may have occurred
in the field or at the submitter’s agency.

Figure 2 shows the relative proportions of cases
where “lifts only,” “submitter processing,” or “BCA
processing” was performed. Of the 673 reviewed cases,
330 cases (49%) were cases where only lifts were sub-
mitted from evidence technicians in the field, 288 cases
(43%) were cases were BCA was required to process
exhibits, and 55 cases (8%) were cases where the evi-
dence technician did the processing before submitting
the exhibit. Roughly speaking then, about half the
cases submitted to BCA required no processing, while
half the cases required some processing and/or
photography.

When we examined the effect of processing by tech-
nicians prior to submission, we see in Figure 3, that the
lift cases bore identifiable latent prints 77% of the
time, while the submission of the exhibit only for BCA
processing produced identifiable latent prints 41% of
the time. Where the submitter performed processing of
the exhibit prior to submission, identifiable latent
prints were recovered 67% of the time. One of the
explanations for this difference may be that the submit-
ters processed many more items that were not

TABLE 1 The Proportion of Cases with Identifiable Latent Prints and “Identification” Decisions are Compared Between the 2003/2004
and 2009/2010 Data Sets. Percentages Reported are Using the Total Number of Considered Cases (N D 673 and N D 885) as the
Denominator

2003/2004 (N D 673) 2009/2010 (N D 885)

Number of
cases with any
ridge detail
observed

Number of
cases with
identifiable
latent prints

Number of
cases with

“identification”
reported

Number of
cases with
identifiable
latent prints

Number of
cases with

“identification”
reported

Property crime 398 (59%) 304 (45%) 101 (15%) 384 (43%) 167 (19%)
Drugs 53 (8%) 31 (5%) 17 (3%) 26 (3%) 14 (2%)
Weapons 14 (2%) 4 (<1%) 4 (<1%) 4 (<1%) 1 (<1%)
Crime against persons 110 (16%) 71 (11%) 30 (4%) 66 (8%) 40 (5%)
Total 575 (85%) 410 (61%) 152 (23%) 480 (54%) 222 (25%)
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submitted; they only submitted those items where they
observed some apparent ridge detail. The same would
be true with respect to lifts. This may demonstrate an
efficient selection of exhibits, both for the presence of
useable ridge detail, but also for the purpose of choos-
ing to process the exhibit in the first place. In other
words, field technicians may be making good choices
about what exhibits to process and which to submit.

Another explanation (not mutually exclusive) for the
high recovery of identifiable latent prints from pre-
processed exhibits is that preservation in the field, or
after a relatively short time from the deposition of the
latent print, may increase the recovery rates due to the
fragility and volatility of latent print residues. While
the crime lab may have premier equipment and exper-
tise in the development of latent prints, these

FIGURE 3 The percentage of cases that resulted in identifiable latent prints and the fraction of those cases with identifiable latent
prints that resulted in an “identification” decision reported.

FIGURE 2 Distribution of cases in the 2003/2004 data set by level of pre-processing performed by submitters to BCA.
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advantages may be lost when the evidence sits for sev-
eral months before being processed due to delays in
submission and case backlogs. Lastly there may be
some potential loss of evidence during the collection,
packaging, and transportation of the unprocessed evi-
dence to the crime laboratory.

Figure 3 also shows the relative proportion of cases
with identifiable latent prints which subsequently led
to at least one “identification” decision in the case. It
can be seen in Figure 3 that while lift cases produced
identifiable latent prints 77% of the time, only about
one-third (31%) of these cases led to an “identifica-
tion.” In the cases where the BCA processed the item
or the submitter processed the item, identifiable latent
prints were recovered about half the time (47% and
49% respectively). A possible explanation for this dif-
ference is, again, the relevance of the exhibit. In lift
cases, lifts may often come from immovable objects in
public places or with unrestricted access (doors, coun-
ters, windows, tables, vehicles, vending machines,
Automatic Bank Teller Machines, etc.). Many individu-
als without relation to the crime could have touched
these surfaces from which the lifts were generated.
Whereas the choice to process an exhibit with cyanoac-
rylate, ninhydrin, etc. may be with an eye towards a
very relevant object related to the crime, with limited
access to a handful of individuals.

The BCA has four major protocols for processing
evidence depending on the type of surface and latent
print residue that may be deposited on the substrate.

These processing protocols are: 1) non-porous (e.g.
glass, plastic, metal, etc.); 2) porous (e.g. papers, checks,
cardboard, etc.); 3) adhesive (duct tape, stickers,
stamps, etc.); 4) blood processing (enhancement of visi-
ble ridge detail deposited with blood matrix). Figure 4
shows that in the 288 cases where BCA processing was
required, non-porous processing (N D 206) is the most
commonly used processing protocol at BCA, followed
by porous processing (N D 51). Some cases (N D 29)
required the use of multiple processing techniques.
Typically, when porous processing or multiple techni-
ques are required, these cases become more labor inten-
sive and time-consuming. Also, most exhibits where
tape is involved require multiple processes (i.e. non-
porous and adhesive processing).

In the 2003/2004 data, we collected information
about the recovery rates of identifiable latent prints
from various non-porous exhibits. We did not look
at recovery rates for porous, blood, or adhesive
processing cases. We investigated latent print recov-
ery rates for three categories of exhibits: 1) plastic
bags, 2) firearms, and 3) ammunition for firearms
(see Table 2).

In the 45 cases where plastic bags were submitted,
201 plastic bags exhibits were processed for latent
prints. Twenty-six (26) identifiable latent prints were
recovered from these 201 plastic bags. This is an aver-
age recovery rate of 13% for the plastic bags. It should
be noted that the true recovery rate may actually be
lower since some of these 26 identifiable latent prints

FIGURE 4 The distribution of the cases submitted to BCA (N D 288) for processing in the 2003/2004 data set (N D 673).
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were found on the same bag. In other words, 13%
recovery rate is likely an overestimate. In the 73 cases
where firearms evidence was submitted, 104 firearms
were processed for latent prints. Fourteen (14) identifi-
able latent prints were recovered from these 104 fire-
arms. This is an average recovery rate of 13%. Again,
this may be a slight overestimate if multiple latent
prints were found on the same firearm, but these data
are similar to other reported sources (0; 2; Pratt 2012).
Finally, 40 cases were submitted for the processing of
firearms ammunition. In 341 exhibits, no identifiable
latent prints were recovered. This exceedingly low
probability of success for latent print recovery on
ammunition is also noted by the same aforementioned
sources.

The low recovery rates from ammunition raises two
important points. The first point is that given the low
(non-existent) success of latent print processing techni-
ques on ammunition, perhaps these exhibits should be
going exclusively for DNA testing. Recovery of DNA
from cartridges and cartridge cases, while still low and
often involves mixtures or low-quantity DNA (1; Hors-
man-Hall et al. 2009), is still more successful on aver-
age than latent print processing. The second point is
that these low recovery rates, in contrast to the constant
success of our fictional TV counterparts, is likely con-
tributing to the increased demand for what is referred
colloquially by examiners as “negative testimony”—

testimony in jury trials to address the question of why
no identifiable latent prints were recovered from the
exhibit(s).

We explored the sub-classification of plastic bag,
firearms, and ammunition exhibits as shown in
Tables 3, 4, and 5. The 201 plastic bag exhibits con-
sisted of plastic bags of various types and size (see
Figure 5). The 104 firearms exhibits consisted of pis-
tols, revolvers, shotguns, and rifles (see Figure 6).
The 341 ammunition exhibits consisted of various
caliber fired and unfired ammunition. In the plastic
bag category, it can be seen that Ziploc bags and
garbage bags were the most successful for latent
print recovery. This is likely due to the larger sur-
face area and generally smoother surface of these
exhibits. In the firearms category, recovery rates
were higher for rifles over shotguns. Revolvers gave
the highest recovery rates for all the firearms. Lastly,
in the ammunition category, neither the cartridge,
nor the cartridge case was a substrate conducive to
the development of latent prints. Anecdotally, in
the tens of thousands of cartridges and cartridge
cases processed at the BCA in the last 30 years,
only a handful of identifiable latent prints have
been recovered. These tended to be on large caliber
rifle or shotgun ammunition. Therefore, these
results for ammunition processing are not surprising
to us.

TABLE 2 Distribution of Cases and Exhibits that were Processed at BCA in the 2003/2004 Data Set

Plastic bags Firearms Ammunitions

Number of cases with selected exhibit type 45 73 40
Number of exhibits processed 201 104 341
Number of identifiable latent prints 26 14 0
Identifiable latent print recovery rate 13% 13% 0%
Number of “identification” decisions reported 14 5 0

TABLE 3 Latent Print Recovery Rates for Plastic Bag Exhibits in the 2003/2004 Data Set

Plastic bags

Ziploc bag Sandwich bag Garbage bag

Number of cases with selected exhibit type 30 20 3
Number of exhibits processed 133 65 3
Number of identifiable latent prints 22 2 2
Identifiable latent print recovery rate 17% 3% 67%
Number of “identification” decision reported 12 0 2
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Conclusion Rate Data (2009–2010
cases)

The results in the following sections originate from
the 2009/2010 data set. In these data, we primarily
explored the distribution of conclusions reported by
the analysts. We also explored the potential impact of
case information and interaction with investigators.
Lastly we identified and explored a subset of cases
where a single latent print was recovered and associated
with a suspect in the case. These issues were not
explored in, and therefore not comparable to, the
2003/2004 data set.

Finger and Palm Print Distribution

As previously noted in Table 1, there were 480 cases
(out of 885) cases with identifiable latent prints (see
Table 1). In these 480 cases, there were a total of 1,446
identifiable latent prints that were recovered. Table 6
shows the distribution of whether they came from a
finger, a palm, or a finger joint (including cases where
the anatomical origin cannot be determined). We also
investigated if these distributions were dependent on
case type, i.e. was the analyst more likely to recover
palm prints in a homicide than in a burglary. There was
no significant change in the distribution per case type

category (crimes against people, property crimes, drugs,
weapons, other).

Approximately 1 in 7 recovered identifiable latent
prints was a latent palm print. With respect to the rate
of identification, latent fingerprints and latent palm
prints were being identified at fairly similar rates (41%
and 32%, respectively). This is in sharp contrast to the
11% rate for latent finger joints or “unknown” (when
the analyst could not state with any certainty if the
latent print was from a finger or palm due to the lack
of anatomical or orientation focal points to associate
with a finger or palm). There are two reasons (not
mutually exclusive) for this. The first is that an analyst
may have a better chance of finding the latent print
“match” if he or she knows where to look. Since many
comparisons are still being done manually by the ana-
lyst and without the aid of computers, the analyst must
have a good idea where to look for the latent print, or
search every conceivable area of friction ridge skin in
each suspect or victim. The second reason is that these
latent prints tend to be from areas of the skin not rou-
tinely captured during standard booking procedures
and therefore the proper comparable area was not
recorded. The exemplars are incomplete and a “match”
is impossible.

An important point from these data is that a signifi-
cant amount of latent print evidence originates from

TABLE 4 Latent Print Recovery Rates for Firearms Exhibits in the 2003/2004 Data Set

Firearms

Revolver Pistol Shotgun Rifle

Number of cases with selected exhibit type 11 42 16 24
Number of exhibits processed 14 50 14 32
Number of identifiable latent prints 5 3 1 5
Identifiable latent print recovery rate 36% 6% 7% 16%
Number of “identification” decision reported 2 2 0 1

TABLE 5 Latent Print Recovery Rates for Ammunition Exhibits in the 2003/2004 Data Set. A Cartridge is Unfired Ammunition;
A Cartridge Case is the Case from a Fired Cartridge

Ammunition

Cartridge Cartridge case

Number of cases with selected exhibit type 31 22
Number of exhibits processed 253 88
Number of identifiable latent prints 0 0
Identifiable latent print recovery rate 0% 0%
Number of “identification” decision reported 0 0
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palm prints. There are still a number of agencies with-
out the capabilities of searching palm print databases
or recording palm prints during booking. There is no
doubt that they are missing opportunities to identify
suspects in cases. The need for specific palm print com-
parison training and the need for technology which
capitalizes on palm print recording and databases is an
absolute necessity.

Rates of Identification

We examined the number of latent prints that were
deemed “identifiable” in four broad categories of case
types: crimes against people, property crimes, weapons
cases, and drugs. Table 7 shows the distribution for
these case type categories. From Table 7 it can be seen

that about half (54%) of the submitted cases to BCA in
the 2009/2010 data set resulted in at least 1 “identifi-
able” latent print found on the evidence. These “identi-
fiable” latent prints were predominantly found in
property crimes and crimes against people (59% and
51% of those cases respectively). In drugs and weapons
cases the chance of finding an “identifiable” latent
print was significantly lower. This is consistent and
explainable with the previously considered 2003/2004
latent print recovery data from drugs and weapons
exhibits (see Table 1). It is interesting to also note that
crimes against people and drug cases produced the
most number of “identifiable” latent prints per case,
although these cases represent a smaller fraction of all
the cases submitted to BCA. This trend can be
observed in Table 7.

FIGURE 5 Examples of various types of plastic bag exhibits. These examples illustrate the style of bags categorized in the 2003/2004
data set as “sandwich bags” (left), “Ziploc bags” (center), and “garbage bags” (right).

FIGURE 6 Examples of various types of firearms exhibits. These examples illustrate the style of firearms categorized in the 2003/2004
data set as “revolver (A),” “pistol (B),” “shotgun (C),” and “rifle (D).”
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In crimes against people cases, there may be several
reasons for observing more “identifiable” latent prints
per case. One reason is that a full battery of possible
examinations are typically done in these types of cases,
and only a single routine process may be employed in
property crimes. Thus using all available sequential
processes may result in more recovered latent prints. It
may also be influenced by the relevance of the evidence
collected by specialized and trained crime scene techni-
cians. Another consideration, as suggested by some
commentators, is motivation (Charlton, Fraser-Mack-
enzie, and Dror 2010). This is the notion that forensic
analysts motivated by the severity of the crime will be
more inclined to include marginal latent prints (thus
“pushing the envelope”) in a conscious or subcon-
scious drive to aid investigators in serious and violent
crimes. This issue will be explored in a later section of
the present paper.

One argument against the notion of motivated ana-
lysts pushing the envelope to find marginal latent
prints in more serious or violent crimes is the fact that
Table 7 shows that in 51% of crimes against people
identifiable latent prints were recovered. This can be
compared to the 59% of property crimes where identifi-
able latent prints were recovered. One would expect a
much higher percentage of identifiable latent prints

claimed in crimes against people if the seriousness of
the crime was influencing the analysts’ decisions for
value determinations. This is not to say that it is not
occurring in some isolated incidents, but clearly there
is not a trend here of rampant bias to include marginal
latent prints in the “identifiable” category in these
cases.

It is important to also consider, that although there
is a small percentage of total cases (6%) with 6 or more
identifiable latent prints, these cases tend to be very
time consuming. When these cases have multiple sus-
pects and victims against which to compare, a substan-
tial amount of comparison time will be spent by the
initial analyst and possibly, a second analyst who will
have to verify the conclusions in a case. A more
detailed analysis showed that these cases with more
than 6 identifiable latent prints were predominantly
homicide cases or stalking/harassment cases. Anec-
dotally, homicide cases tend to produce more exhibits
and have more processing, and stalking cases tend to
produce large amounts of identifiable latent prints
often on a series of letters sent to the victim over
time—many of which are handled by several people
before finally involving the police.

Investigating further, we explored the rate of identifi-
cation and exclusion decisions. Table 8 shows the

TABLE 6 The Distribution of Identifiable Latent Prints that Originated from Fingers, Palms, or Finger Joints/Unknown

Identifiable Latent Prints (N D 1446)

Fingers Palms Joints/Unknown

Number of identifiable
latent prints (% of total)

1124 (78%) 221 (15%) 101 (7%)

Number that were identified
(% of identifiable latent prints)

461 (41%) 72 (32%) 11 (11%)

TABLE 7 Distribution of Identifiable Latent Prints Per Case Type Category

Number of
cases considered

Number of cases
with at least
1 identifiable
latent print

(% of cases considered)

Total number of
identifiable
latent prints

Average number
of identifiable

latent prints per case
(where there was at
least 1 latent print)

Property crimes 655 384 (59%) 1014 2.6
Crimes against people 129 66 (51%) 307 4.6
Drugs 79 26 (33%) 114 4.4
Weapons 22 4 (18%) 11 2.8
Total 885 480 (54%) 1446 3.0
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distribution of these rates for the four case type catego-
ries. We see that the rate of identification for property
crimes, crimes against people and drugs cases are all
approximately the same rates (36%, 41%, and 41%,
respectively). This is evidence against the notion that
analysts are more “motivated” to make (unwarranted)
“identification” decisions in crimes against people
because of their need to aid police (Charlton, Fraser-
Mackenzie, and Dror 2010). Again, this does not
preclude the possibility of occurrence in isolated inci-
dents. Interestingly, the rate of “identification” deci-
sions is exceptionally low and the rate of “exclusion”
decisions is quite high in weapons cases, compared to
the other case types in Table 8. One possible explana-
tion for this is that police officers who are recovering
these weapons (especially from a vehicle or off of the
suspect) may not be wearing gloves since the primary
purpose of the search may be to render their environ-
ment safe. In Minnesota, unfortunately, peace officers,
fire and emergency personnel do not have their finger-
prints in a non-criminal database (by Minnesota stat-
ute). Therefore, a number of these exhibits may have
police officer prints on them, without any way of iden-
tifying the officer in the case. In Table 8, for all case
types, we see that the total number of “exclusion” deci-
sions are significantly greater than (by about 2.5 times)

the total number of “identification” decisions. It is
important to remember that a latent print can only be
“identified” once, but a single latent print in the case
can result in one “exclusion” decision per considered
individual. Therefore, this imbalance of “identifica-
tion” versus “exclusion” decisions is not surprising,
especially in crimes against people where there are sig-
nificantly more individuals against which to compare.

Number of Suspects, Victims, and
Effectiveness of AFIS

Table 9 shows the number of suspect names pro-
vided in each case by the submitting officer in the
2009/2010 data set. It is not surprising that weapons
and drugs cases almost always (86% and 96% of the
time, respectively) have at least one suspect named. It is
also not surprising that these cases commonly have
multiple suspects named. Often these cases are
requested for latent print analysis when a raid or search
of a dwelling or vehicle is performed by law enforce-
ment. When they recover the contraband in the dwell-
ing or vehicle, the parties deny knowledge or
ownership of the items. Latent prints are usually
requested for the government to prove “ownership” or

TABLE 8 Rate of “Identification” and “Exclusion” Decisions Sorted by Case Type Category

Number of
identifiable latent
prints considered

Number of
“identification”

decisions

Number of
“exclusion”
decisions

Property Crimes 1014 370 (36%) 657
Crimes Against People 307 126 (41%) 511
Drugs 114 47 (41%) 69
Weapons 11 1 (9%) 17
Total 1446 544 1254

TABLE 9 Distribution of the Number of Suspects Provided Per Case Type Category

Number of
cases with
no suspect
provided

(% case type total)

Number of
cases with
1 suspect
provided

(% case type total)

Number of
cases with 2
to 5 suspects
provided

(% case type total)

Number of
cases with 6 or
more suspects

provided
(% case type total)

Total number
of cases

Crimes against people 28 (22%) 63 (49%) 37 (29%) 1 (<1%) 129
Property crimes 380 (58%) 158 (24%) 113 (17%) 4 (1%) 655
Weapons 3 (14%) 6 (27%) 13 (59%) 0 22
Drugs 3 (4%) 39 (49%) 37 (47%) 0 79
Totals 414 (47%) 266 (30%) 200 (23%) 5 (<1%) 885
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at least “knowledge of” through contact established by
a latent print identification. In crimes against people, it
can be seen that most crimes against people (78%) have
at least one suspect named in the case. This may be
because the nature of these crimes requires contact
between two people. The victims may know the perpe-
trator or perhaps there is a more intense investigation
in these cases because of the severity of these crimes.
Just over half (58%) of the property crimes submitted
to BCA do not have a suspect named. These crimes are
often committed when there are no victims present or
witnesses to the crime. These cases will require AFIS
searches to generate potential suspects.

AFIS was used in 323 out of the 885 reviewed cases
(36%). In the BCA-LPU, AFIS is typically utilized for
any unidentified latent prints in a case, but only after
they have been compared and possibly identified to
the victim/elimination prints or a suspect proffered by
the case investigator. Furthermore, the unidentified
latent prints must be suitable for an AFIS search. Cer-
tain types of latent prints (e.g. finger joints, extreme fin-
gertips, etc.) may be identifiable, but not appropriate
for a search in AFIS because these areas of the friction
ridge skin are not recorded during a standard booking
in Minnesota. In the 323 cases where AFIS was utilized,
99 cases generated new suspects. Eighty-two of the 99
cases (83%) where a new suspect was developed were
property crimes; 11 cases (11%) were crimes against
people, and 6 cases (6%) were drug cases. No new sus-
pects were developed with AFIS in weapons cases.

In the 323 cases where AFIS was used, a total of 658
latent prints were searched in AFIS. This averages to 2
latent prints per case that were entered into AFIS
(median D 1). Eleven cases had AFIS entry of 6 or
more latent prints; one homicide case had 56 entries
and generated 7 new suspects. The AFIS searches led to
the development of 111 new suspects based on identifi-
cations made from AFIS resulting in an AFIS hit rate of
17%. This also means that AFIS provided a new suspect
in approximately 1 in 3 cases (99 of 323 cases) where it
was used, and that BCA generated new suspects using
AFIS in approximately 1 in 10 of all cases submitted to
BCA (99 of 885 cases).

In Table 10, it was reported that there were 544
“identification” decisions in the 2009/2010 data set.
These 544 “identification” decisions are sorted into the
number of “identification” decisions reported to a sus-
pect in the case versus a victim/elimination source. It
should be noted that in drugs and weapons cases there

is rarely a “victim” listed, and officer elimination prints
are rarely submitted. The proportion of “identifica-
tion” decisions to suspect versus victim is nearly equal
in crimes against people. In property crimes, a suspect
was three times more likely to be identified than a vic-
tim/elimination source. This is likely due to the reasons
as discussed previously: there tends to be contact
between the perpetrator and victim in crimes against
people, whereas in property crimes the victim(s) are not
present during the commission of the crime.

However, it seems plausible that in property crimes,
since these are typically burglary or auto theft cases at
BCA, we could be equally (or more) likely to find vic-
tim prints on surfaces that the victim routinely touches.
Since this was not the case in the 2009/2010 data set,
does it have something to do with smart choices made
at a crime scene? Is this because information exchanged
between the victim and the investigator leads to better
choices of the most relevant evidence?

Contextual Information and
Interaction with Investigators

Table 11 shows the distribution of cases where the
level of interaction between the case analyst and the
submitting officer(s) or prosecutor was categorized as
“high,” “moderate,” or “none/minimal” based on cri-
teria previously discussed in Materials and Methods.
Table 11 also shows the distribution of cases where
the level of context information available to the case
analyst was categorized as “high,” “moderate,” or
“none/minimal” based on the previously discussed
criteria.

TABLE 10 Distribution of “Identification” Decisions Attributed
to Suspects or Victims/Elimination Sources for the 2009/2010
Data Set

Number of “identification”
decisions (N D 544)

Suspects Victim/Elimination

All cases 396 (73%) 148 (27%)
By case type:
Crimes against

people
70 56

Property crimes 278 92
Drugs 47 0
Weapons 1 0

29 A Report of Statistics from Latent Print Casework

D
ow

nl
oa

de
d 

by
 [D

r M
ax

 H
ou

ck
] a

t 0
9:

23
 2

6 
Ju

ly
 2

01
4 



Table 11 shows that in 87% of the cases (770 out of
885), there was minimal interaction between the ana-
lyst and the investigation. In these cases, evidence was
received with a request to process, the analyst per-
formed the examinations, and issued a report, with no
communications between the requester and the analyst.
It should be recognized, that other agencies may have a
routinely different level of interaction with investiga-
tors. A smaller police department may have investiga-
tors directly handing evidence and interacting with
analysts, or possibly the crime scene investigator is also
the latent print analyst in the case. These data show
that most examinations are routine tests with minimal
or no interaction between the BCA analysts and
investigators.

Table 11 also shows that 58% of cases submitted
at BCA have no context/case information provided
(514 out of 885), while 26% have a high amount of
context/case information provided (228 out of 885)
and 16% have a moderate amount of context/case
information provided (143 out of 885). Further anal-
ysis showed that it was predominantly smaller/rural
agencies which were providing more context infor-
mation and longer, more detailed reports (38% of
the time from rural agencies versus 24% from large
metropolitan cities).

Two subsets of those data were compared: the cases
where there was high context information and high
interaction (high context/high interaction; N D 18)

versus the cases where there was no context informa-
tion and no interaction (no context/no interaction;
N D 466). The reason for doing so is that it has been
asserted that the high context/high interaction cases are
essentially where there is the most danger of bias—that
the analyst is receiving significant non-domain infor-
mation and cues from investigators. This is actually a
very limited number of cases in the sample (2%). This
is in contrast to the 53% of cases with no context infor-
mation and interaction with investigators.

It can be seen in Table 12 that when comparing no
context/no interaction cases against high context/high
interaction cases, the most obvious difference is that
the high context/high interaction cases produced a dis-
proportionately larger number of “identifiable” latent
prints (an average of 6.7 per case versus 1.4 in cases of
no context/no interaction). This is explainable given
that many of the high context/high interaction are dis-
proportionately crimes against people (and specifically
11 out of 13 are homicides). Homicides, as previously
discussed, tend to generate significantly more evidence,
and have the highest level of context information and
interaction between investigators, prosecutors, and
analysts.

Only 25 of the 121 identifiable latent prints resulted
in an “identification” decision (a 21% identification
rate) in the high context/high interaction cases. It is
striking to note that in the no context/no interaction
cases, 142 of the 650 identifiable latent prints resulted

TABLE 11 Distribution of Case Type, Level of Contextual Case Information Supplied to the Analyst, and Level of Interaction Between
the Analyst and Investigators

Level of
Interaction High Moderate None/minimal
Amount of
Context
Information High Mod

None-
Minimal Total High Mod

None-
Minimal Total High Mod

None-
Minimal Total

Crimes against
people

13 0 4 17 10 7 7 24 34 16 38 88

Property Crimes 4 2 8 14 14 11 10 35 141 95 370 606
Drugs 1 1 7 9 0 2 10 12 4 7 47 58
Weapons 0 1 2 3 1 0 0 1 6 1 11 18
Totals for

“Level of
Interaction”

43 72 770

Totals for
“Amount of
Context
Information”

Number of
Cases with

High Context
Information

228 Number of
Cases with
Moderate

Context Information

143 Number of
Cases with
No/minimal

Context Information

514
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in an “identification” decision (a 22% identification
rate). Essentially there was no difference in the rate of
identification between these two subgroups. This is not
compelling evidence that analysts are highly motivated
to find only evidence to support the police theory and
are being influenced by interactions with police and
prosecutors (Koppl and Sacks 2013). This is not to say
that it could not have happened in any one of these
cases, but rather, there is no compelling evidence of
such a trend or routine practice.

There was a difference in the rates of exclusions to
suspects: there were nearly 3 “exclusion” decisions per
latent print for high context/high interaction cases,
whereas there was only 1 “exclusion” decision for every
4 latent prints in no context/no interaction cases. Pro-
portionately, there were 12 times as many exclusions of
suspects in high context/high interaction cases as there
were in no context/no interaction cases. This is likely
due to the higher number of suspects against which to
compare in homicide cases in the high context/high
interaction cases compared to the large number of
property crimes, where there is usually no suspect pro-
vided about half the time, dominating the no context/
no interaction cases.

Another way to look at the above data is that if an
agency was to decide to shield an analyst from all con-
text information and interaction with the investigators
it would not necessarily have a deleterious effect on the
number of “identification” decisions. A fair question
however is whether the necessary sequential unmasking
steps are worth the effort. At an agency like BCA, it

would certainly require hiring additional technical staff
and changing workflow procedures, writing computer
code and creating permissions on who has access to
information and how it will be disseminated. If this
were done for all sections at the BCA, it would feasibly
require at least 5 technically trained staff to manage
case information and coordinate cases among bench
analysts. This is likely a minimum salary cost (not
including benefits) of $250,000 per year. Given current
backlogs and a need for faster turn-around time, is this
really the highest priority? Those that call for sequen-
tial unmasking procedures in all cases have not offered
a realistic analysis on the impact on work flow and cost
to implement full blinding procedures (Kassin, Dror,
and Kukucka 2013). More importantly, no pilot studies
have been published showing that testing errors will be
decreased with such procedures in place. Before wide-
spread implementation of such procedures, the authors
call for research demonstrating that in a complex, high
through-put crime laboratory these procedures will
have any serious reduction of error. A cost-benefit anal-
ysis, with actual data from those who understand the
workings of a crime lab, has yet to be offered (5; Kassin,
Dror, and Kukucka 2013). Perhaps this money might
be better spent on the back-end, limiting which evi-
dence is presented in court and how it may be pre-
sented to a jury (for example, using “hot-tubbing”
approaches) (Champod and Vuille 2010). Or perhaps
this money could be used for expert fees and indepen-
dent testing to review cases for defense, when there is a
dispute of the crime lab’s findings. In this vein, Saks,

TABLE 12 Distribution of “Identification” and “Exclusion” Decisions Sorted by Case Type, Level of Contextual Case Information Sup-
plied to the Analyst, and Level of Interaction Between the Analyst and Investigators

N

Number of
identifiable
latent prints

Number of
latent prints
identified to

suspect

Number of
exclusion

decisions to
suspect(s)

No context -No interaction
All case types 466 650 142 172
Crimes against people 38 44 8 4
Property crimes 370 579 128 151
Drugs 47 22 6 12
Weapons 11 5 0 5

High context – High interaction
All case types 18 121 25 334
Crimes against people 13 106 20 301
Property crimes 4 7 0 26
Drugs 1 8 5 7
Weapons 0 0 0 0
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et al. proposed a forensic voucher system (Saks et al.
2001). These select cases could then be subjected to a
sequential unmasking procedure during an indepen-
dent review, rather than subject all cases a priori to such
a labor intensive approach.

Single Latent Print Associations and
the Potential for Bias Effects

Given the attention the Brandon Mayfield case has
been given, the authors felt it important to investigate
the realistic possibilities of the frequency of cases in the
2009/2010 data set that could have “Mayfield-case-
like” factors. In the Mayfield case, latent prints recov-
ered from evidence at the scene of a commuter train
bombing in Madrid, Spain, on March 11, 2004, were
sent to federal agencies around the world. The FBI in
the U.S. received these images and searched them in
their AFIS database. A single, complex latent print, was
erroneously identified to an American named Brandon
Mayfield (Stacey 2004). It was the only physical
evidence associating Mayfield to the case. The case
analysts were exposed to significant contextual infor-
mation and there were significant interactions between
the fingerprint examiners and Spanish officers. How-
ever, these interactions between U.S. and Spanish offi-
cials and the exposure to extraneous contextual
information came after the “identification” decision
was declared, but the analysts continued to maintain
the decision, even in the face of contradictory informa-
tion. Nonetheless, this case is treated as a poster child
for high bias and context effects (National Research
Council 2009).

The authors explored how many of the cases with
“identification” decisions in the 2009/2010 data set
reported a single “identification” decision to a suspect
in the case. To be clear, there could have been multiple
identifiable latent prints and multiple suspects prof-
fered, but only one of the latent prints in the case was
identified to a suspect. Thus the latent print evidence
in the case is a single link. This choice has been made
because in all of the reported cases of erroneous identi-
fications, it has always been a single erroneous identifi-
cation decision to an individual. The prevailing theory
is that these errors are relatively rare events. The likeli-
hood of one erroneous identification decision being
made to a single suspect, and then verified by a second
examiner is estimated to be exceedingly low—much

less than 0.1% (Ulery et al. 2012). The chance of it hap-
pening twice to the same individual with two different
latent prints would be significantly smaller. It is the pri-
mary reason that SWGFAST and the FBI have both
chosen to focus their attention during “blind verifica-
tion” on single conclusion decisions (Cole 2013, Scien-
tific Working Group on Friction Ridge Analysis Study
and Technology [SWGFAST] 2012).

In the 2009/2010 data set, 89 of the 396 “identifica-
tion” decisions to suspects (see Table 10) were single
“identification” decisions to a suspect. When we fur-
ther examined the assignment of the level of context
information and interaction in these 89 cases, we found
that only 1 of these cases was “high context/high inter-
action.” In the 885 cases reviewed, a single case had a
single identification to a suspect with the analyst being
exposed to high level of context information and hav-
ing a high level of interaction with investigators. It was
a homicide case. Figure 7 shows the latent print in this
case. Forty-two (42) of the 89 “single ID cases” (47%)
had no context information/interaction. The remain-
ing 46 “single ID cases” (52%) had some combination
of context information and interaction other than
“high/high” or “none/none.”

The latent print in Figure 7 shows a relatively non-
complex latent palm print. The latent print has a large
amount of clear ridge detail, with intermittent areas of
distortion. The latent print is in blood and was proc-
essed with a dye stain; it exhibits areas of classic blood

FIGURE 7 The latent print from the only case in the 2009/2010
data set with a single “identification” decision to a suspect and
where there is high context/high interaction.
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matrix distortion effects (Langenburg 2008). The
authors provided this blood print to five latent print
experts, certified by the International Association for
Identification (IAI) and asked them to rate the diffi-
culty. All five experts indicated the blood print to be
“easy” for comparisons purposes.

It is intriguing that only one case for 12 months of
randomly sampled case data met the conditions of
“high context/high interaction/single identification to
a suspect.” Furthermore, the palm print examination in
the case is “easy” from the perspective of a fingerprint
expert. In fact, based on previous research at BCA
(Neumann et al. 2011), the percentage of cases with
difficult, marginal latent print examinations is relatively
small (<5%). It would appear to be uncommon for a
case to have high context, high interaction, a single
identification to a suspect, and also be of marginal value
or a difficult examination. Research to date has shown
relatively little error from bias effects for experts and
novices when the latent print comparisons are deemed
“easy.” Errors from bias effects were much more
pronounced when the examinations were deemed “dif-
ficult” and/or dealt with “exclusion” decisions (Langen-
burg, Champod, and Wertheim 2009). Again, we make
the point, is it necessary to blind all cases when such a
small fraction pose any real risk of error? As a more
resource friendly option, we could utilize sequential
unmasking techniques on this small subset of cases and
instances. These cases could be further vetted by identi-
fying them as ideal for review by defense experts, who
could then utilize a process of sequential unmasking
when reviewing the conclusions of the laboratory.

CONCLUSIONS

The present study and accumulated data sets sam-
pled from four different years at the BCA (2003, 2004,
2009, and 2010) revealed a number of interesting
trends. The data are useful for managers to compare
laboratory output. They are useful for researchers need-
ing accurate estimates of latent print results from actual
casework. They are useful for policy and decision mak-
ers to understand the impact that external factors can
have on latent print results (e.g., an increase in DNA
property crime cases, submission of known or potential
suspects, etc.).

We have summarized the major trends observed in
the present study as follows:

! From 2003/2004 to 2009/2010, there was an increase
in the number (and proportion) of property crime
case submissions for latent prints. We theorize this
increase may be a “trickle down” effect from
increased DNA submissions. Unfortunately for the
latent print unit, the personnel and resources have
not adjusted accordingly to the increase, thus con-
tributing to the problems of a growing backlog and
decreasing morale.

! Just over half of the cases submitted to the BCA-LPU
revealed at least one identifiable latent print.
Approximately 1 in 4 cases submitted to the BCA-
LPU resulted in at least one “identification” result.
Approximately 3 in 4 “identification” decisions were
to a suspect in the case versus a victim/elimination
source. However, approximately half the cases sub-
mitted to the BCA-LPU do not have a suspect
named by investigators. These cases with no named
suspects were predominantly (over 90% of the time)
property crimes.

! AFIS was used in about 1 in 3 cases submitted to the
BCA-LPU and was used predominantly in property
crimes (as noted, due to the lack of provided sus-
pects). A new suspect was generated in about 1 in 3
of the searched cases and had a latent print “hit” rate
of 17%. Most cases where a search was required had
1 to 2 latent prints to search in AFIS.

! Approximately 1 in 7 latent prints appeared to origi-
nate from a palm (as opposed to a finger or finger
joint). This demonstrates the need for palm print
databases/exemplars and training on palm prints.

! While only about half of the cases submitted to
BCA-LPU had any processing (powder and lift, cya-
noacrylate fuming, etc.) done prior to submission,
these cases nearly doubled the chance of finding an
identifiable latent print. This is an important mes-
sage to crime scene technicians weighing the risk/
benefit of processing the exhibit in the field versus
submitting the exhibit to a lab where it may take sev-
eral months before being processed.

! Non-porous processes (cyanoacrylate fuming fol-
lowed by dye stain or powder) were the most com-
monly employed process by the BCA-LPU.

! The recovery rate for identifiable latent prints from
plastic bags (submitted mostly in drugs cases) was
13%. The recovery rate for identifiable latent prints
from firearms was 13%. No identifiable latent prints
were recovered from fired or unfired ammunition in
the study.
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! The rate of identifiable latent prints that were subse-
quently identified was approximately the same for
property crimes, crimes against people, and drug
cases (all around 40%).

! Most cases (87%) submitted to the BCA-LPU have
no interaction between the analyst and the investiga-
tor in the case. Just over half (58%) of the cases sub-
mitted to the BCA-LPU have no case information/
context information submitted other than the
requested forms that include suspect/victim names,
dates of birth, exhibits to be examined, etc. This
resulted in half (53%) of the cases having no interac-
tion/no context information, and only 2% of the
cases having a high level of interaction/high level of
context information exchanged between the forensic
analyst and the police investigators.

! The rate of latent print “identification” decisions was
the same for identifiable latent prints recovered in
cases of no context/no interaction versus cases of
high context/high interaction (21% and 22%, respec-
tively). This is not compelling evidence of a trend
that forensic analysts are being motivated and influ-
enced by context information or interaction with
law enforcement to produce more “identification”
decisions to “aid the police.”

! Approximately 10% of the BCA-LPU cases resulted
in a single latent print “identification” decision to
one of the suspects in the case. Half of these cases
were classified as no context/no interaction, while
only one case in the entire set had a single identifica-
tion to a suspect in the case under the high context/
high interaction condition.

From these findings we draw three conclusions. The
first conclusion is that these data were valuable to the
BCA-LPU in understanding the basic effectiveness
and rate of success for current processes. It is less
effective to go to management and say “we need palm
print training because we see a lot of palm prints in
our cases,” versus “palm prints are an integral part of
my duties—1 in 7 of the latent prints I examine are
palm prints; without training or a database to search, I
am not utilizing a large portion of my evidence.”
Managers and policy makers tend to react to data and
dollars versus vague assertions. The data also give the
BCA-LPU a baseline performance statistic, so that if
we make changes to policy or processes, we will have
data against which to compare the effectiveness of the
change.

The second conclusion is that, unlike our fictional
CSI counterparts on television, most case submissions
are actually unsuccessful. In half the cases submitted
we find no identifiable latent prints, and in the half
that we do, only half of those cases result in an “identifi-
cation” decision reported by the analyst. Of those
“identification” decisions, three-fourths of the time
they are to a suspect in the case. So in effect, only
about 1 in 6 cases submitted to the BCA-LPU are
returned with what is likely to be a “helpful” result to
law enforcement (i.e., a suspect was identified with
latent print evidence).

We are hopeful that data in the present paper, and
some other similar papers, can be presented by other
individuals during testimony, and thus not require an
analyst to testify to why latent prints were not found in
this case and the absence of identifiable latent prints is
common. Especially for a state or federal agency, the
travel time and costs can be a resource drain. When
waiting time, delays, and continuances are factored in,
this can be a serious waste of analyst time and tax dol-
lars. Data such as that reported in this paper can be
relayed by the local crime scene technician or an inves-
tigator (provided they have some basic forensic experi-
ence), thus precluding the need for a lab analyst to
appear and give testimony.

The last conclusion is that there was little evidence
of a trend for forensic analysts at the BCA-LPU to be
biased toward aiding law enforcement from interac-
tions or information exchanged between the fingerprint
examiner and police investigators. The fact that the rate
of “identification” decisions was identical in the subsets
of no context/no interaction and high context/high
interaction does not show a tendency for the analyst in
those high context/high interaction cases (which
tended to be crimes against people, and specifically
homicide cases) to push the envelope and either claim
more identifiable latent prints or claim more “identifi-
cation” decisions.

This does not mean that we dispute the inherent
dangers of error from bias, nor do we ignore the
research that has demonstrated bias effects. We believe
that there is usefulness in sequential unmasking or
blind verification procedures, but to date, there are no
studies that demonstrate such procedures applied to all
cases will in effect reduce the number of errors in case-
work or be cost effective and worth the resources dedi-
cated to instituting a masked workflow. In Langenburg
2012, it was proposed that instituting blind verification
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in all cases would lead to more erroneous exclusions,
and these errors would become a constant drain on
resources by constantly performing quality reviews and
dealing with corrective action issues.

Based on the data in this study, and still recognizing
the obvious concern of error from bias effects, it makes
the most sense from a resource standpoint to recom-
mend that if a sequential unmasking approach is to be
instituted, then it should be used in the small subset of
cases where the effect of bias is most likely to have an
impact. For the BCA-LPU, this would represent from
as many as 10% of the submitted cases (for all cases
where there is a single “identification” decision”) to as
low as 1% (for cases where there is a single complex
“identification” to a suspect). In this way, a much more
resource friendly approach could be adopted. BCA-
LPU currently has a standard operating procedure
(SOP) for “Blind Verification,” and this standard cap-
tures the essence of the similarly titled SWGFAST stan-
dard. The BCA-LPU “Blind Verification” SOP is
applied currently exactly as described above, judi-
ciously, when the perceived risk or benefit is sufficient
to justify its use.

Limitations and Further Research

The sampled cases were a cross-section of cases for
the specified years 2003–2004 and 2009–2010. Person-
nel, policies, and procedures have changed significantly
in the last decade or so in the BCA-LPU. Those cases
sampled represented the attitudes and procedures of
the day. The cases selected were representative samples
of a specific time window in the BCA-LPU. Each case,
however, has its own unique set of circumstances, and
so while we looked at overall trends in the present
study, this does not mean to imply that in one singular
case an analyst could have done something different,
or been influenced by context information, or made an
error, etc. The focus was on general and distinctive
trends.

Another limitation is how the cases were categorized
and assessed. For example if a case was a burglary where
the perpetrator left behind a note bearing racial epithets
and threats, is this a property crime or a crime against
people? If it was clear, we used the higher potential
criminal charge in the case, but often, this information
may not be available upon submission so the case is
classified as best as possible. When assigning the level

of interaction between analyst and investigators or the
level of contextual information available in the case,
we again, had to make some judgment calls. Typically,
we opted for a higher level of interaction/context infor-
mation if there was any doubt. For example, if the case
only had a short note such as “we are looking for sub-
ject’s prints on the gun,” this was designated as a “mini-
mal to no context” case. If the officer wrote (and this
would be extraordinary and did not occur in these sam-
ples) “we are looking for subject’s prints on the gun—
we know he did it and he’s a bad person who needs to
come off the streets,” then this would be categorized as
a “high context” case even though it is a single, short
statement made to the laboratory. While length was a
consideration, content of the information was also con-
sidered as well. This is where reasonable judgment was
exercised, but was subjective nonetheless.

With respect to the effects of context information
and interactions with law enforcement, we only com-
pared the two conditions of high context/high interac-
tion versus no context/no interaction. There may be
bias effects present in cases that have some combina-
tion of context/interaction other than “high context”
and “high interaction.” Given the attention that has
been placed on high context and high interaction with
law enforcement, this seemed to be a reasonable start-
ing point. Other combinations, can, and should, be
explored. Furthermore, we don’t know if bias effects
from context information are weaker or stronger influ-
ences than those influences from interaction with
police investigators. Perhaps a “moderate context” case
may produce bias effects equivalent to a “high interac-
tion” case. We simply do not know enough about the
frequency and impact of bias effects leading to error in
forensic casework.

Finally, the data obviously represent the casework,
policies, procedures, and personnel of the BCA-LPU.
These data may not be representative for agencies of a
different size or with different workflows. For some
agencies, what constitutes ‘a case’ may differ dramati-
cally than BCA-LPU. How AFIS searches/cases, techni-
cal reviews, cases are documented, exhibits processed,
etc. will significantly affect the counts. It is important
to carefully consider the BCA-LPU policies, demo-
graphics, and workflow that is described in the intro-
duction of this paper before making comparisons to
another agency.

The authors envision a few follow-up studies from
this. Firstly, one of the authors works in Geneva,
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Switzerland. It would be interesting to make some
comparisons between the two laboratories. The percep-
tion is that the U.S. has so much more crime (specifi-
cally violent crime) compared to European countries.
It would be interesting to compare data sets between
the two laboratories. Secondly, during the study, we
identified a list of cases that bore single “identification”
and “exclusion” decisions. We could measure the
repeatability and reproducibility of those decisions
under different context. A set-up similar to Dror, et al
(2006) could be employed. Furthermore, we could
assign a level of difficulty in advance for each of the
decisions and use minutiae counts to predict outcomes
based on recent studies (Ulery et al. 2013, Neumann
et al. 2013). Lastly, we are interested in more recovery
rate data. The 2003/2004 dataset was ten years old and
we would prefer to re-examine recovery rates under
newer policies and procedures, including the use of
Indanedione for porous exhibit processing and the use
of digital capture and enhancement.
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Recently, this journal published an archival study by Langenburg, Bo-
chet, and Ford (2014) that explored the impact of two sources of contextual
bias—namely, exposure to case information and interaction with investigators—on
the identification decisions of certified latent print examiners. This paper is
commendable as an effort to examine the effects of bias on real-world case-
work. However, it is also limited by several methodological oversights and
ultimately perpetuates a common misconception about contextual bias. Be-
low, I briefly summarize this study before elaborating my concerns with its
conclusions.

The study included a sample of 885 criminal cases in which law enforcement had
solicited the help of examiners from an accredited latent fingerprint laboratory.
First, the authors categorized each case as either high, moderate, or low in (a)
the degree of interaction between the examiner and investigators, and (b) the
amount of case information available to the examiner. Then, they compared
identification decisions from 466 cases that were deemed “low” in both dimensions
against 18 cases that were deemed “high” in both, and found that the rates of
identification were nearly identical (22% and 21%, respectively). From this, the
authors concluded that the aforementioned contextual factors had no appreciable
biasing effect on examiners’ identification decisions.

This conclusion is misleading insofar as it is derived solely from the raw num-
ber of identification decisions, and not from any index of their validity, origin,
or strength. As others have noted (e.g., Dror 2009), we must be careful to dis-
tinguish between the decision-making process and the decision outcome. Even if
bias fails to change the latter, it may nonetheless affect the former. For example,
if the forensic evidence suggests a certain conclusion and contextual factors en-
courage the same conclusion, the examiner’s decision will not change, but his or
her confidence in this decision may increase as a result. Unfortunately, the data
from this study tell us nothing about the process by which examiners arrived at
their decisions, and thus it remains unknown whether and how context impacted
them.

Even if we ignore the importance of process as the authors have done, their
conclusion with respect to outcomes is also unsound. Their inference that con-
text had no effect on identification decisions is based on a comparison of cases
with low versus high degrees of bias. This assumes that bias affects decisions in
only one direction, which is a dubious assumption. Instead, contextual factors
may bias examiners toward identification in some cases, and bias them toward
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non-identification in others. Collapsing the cases to-
gether and counting the overall rate of identification
decisions will not reveal biases operating in offsetting
directions, and may show—as their study did—that the
overall rate is unaffected.

Moreover, the authors’ decision to compare only
those cases that were deemed “low” versus “high” in
both contextual factors was puzzling. There is no rea-
son to believe that bias arises only when both factors
are present at high levels. (Indeed, some, e.g., Whit-
man and Koppl (2010), have argued that bias exists
even when there is zero communication with investi-
gators.) Even at “moderate” levels, each factor may be
a sufficient—but not necessary—condition to produce
bias. The authors agree that “other combinations can
and should be explored” and that the effects of the
two contextual factors may differ in magnitude (see
p. 35), but they stop short of providing any such ex-
ploration. One wonders why, with a provocative hy-
pothesis and access to troves of data (i.e., 885 cases),
the authors were content to focus on a comparison
group that utilized only 18 (2.03%) of the cases at their
disposal.

Perhaps this is a moot point, given that the manner
in which the study categorized cases as high, moder-
ate, or low in bias was blatantly unscientific. The au-
thors openly admit that their categorization scheme
was “subjective” and relied on “a judgment call of the
researchers” (see p. 35; p. 18), which inspires little confi-
dence in its validity. As such, these dubious categoriza-
tions inspire little confidence in the conclusions that
are later derived from them. Instead, multiple indepen-
dent raters should have made these judgments, so as to
permit the calculation and reporting of inter-rater relia-
bility. It is rather ironic that the authors tout the value
of having identification decisions verified by a second
examiner, but do not bother to adopt an analogous
practice in their own research.

In any event, the archival nature of their data pre-
cludes any conclusions with respect to causality. To
properly test whether bias affects decision outcomes,
decisions made in the presence of biasing factors must
be compared against those of a control group that
makes the same decisions in a context known to be
completely devoid of biasing factors. This critical con-
trol condition is missing in this study, yet the authors
conclude with certainty that bias had no effect on de-
cision outcomes.

In contrast, decades of psychological research un-
equivocally show that perceptual judgments across
many domains—including forensic science—are sensi-
tive to context (see Kassin, Dror, and Kukucka 2013).
This should not be taken to suggest that forensic ex-
aminers who are susceptible to bias are unskilled or
careless; rather, contextual bias is an inherent and un-
conscious feature of human psychology. For exam-
ple, in one study (Dror and Charlton 2006), expe-
rienced fingerprint examiners unknowingly changed
17% of their own prior identification decisions af-
ter being given case information that implied the
guilt or innocence of the suspect. Notably, given
that Dror and Charlton integrated these judgments
into examiners’ quotidian casework, their findings
cannot easily be dismissed as the product of “con-
trived research” (Langenburg, Bochet, and Ford 2014,
p. 16).

To safeguard against bias, medical researchers have
long demanded the use of double-blind placebo-
controlled studies in which both doctors and patients
are deliberately kept uninformed as to the experimental
conditions. Similarly, psychology researchers strive to
keep experimenters blind to a study’s hypotheses when
possible (see Rosenthal 1966). To similarly minimize
the risk of bias among forensic examiners, I join oth-
ers in supporting the adoption of sequential unmasking
protocols (see Krane et al. 2008), which shield exam-
iners from irrelevant case information until the criti-
cal stages of the decision-making process are complete.
The authors of the current study recognize the value
of sequential unmasking, but also raise two oft-heard
objections.

First, they argue that its universal implementation
would be costly—both financially (see also Charlton,
2013) and in terms of efficiency—and instead propose
that it be applied only to cases where the risk of bias is
high. However, they fail to clarify how and by whom
such “high-risk” cases would be identified, and how this
screening process would prove less costly. On the con-
trary, encouraging reports from forensic laboratories
that have adopted sequential unmasking as standard
practice (Found & Ganas 2013; Stoel, Dror, & Miller
2014) suggest that the protocol has been neither oner-
ous nor expensive to implement, and has yielded more
benefits than costs.

Second, the authors speculate that, “Case infor-
mation could help the analyst make more accurate,
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efficient, and informed decisions” (p. 16; see also
Elaad 2013]. This argument is fundamentally mis-
guided. As others have explained, e.g., Page, Taylor,
and Blenkin (2012), the proper role of a forensic ex-
aminer is to produce a judgment that is independent
and circumscribed to the forensic evidence at hand.
Exposure to extraneous case information compromises
the independence of this judgment, making it unclear
whether an accurate judgment is the product of the
examiner’s unique expertise or of contextual happen-
stance. When examiners are shielded from case infor-
mation, legal fact-finders can rest assured that their
judgments are the product of the forensic evidence at
hand, and nothing else (Dror, Kassin, and Kukucka
2013).

Simply put, contextual influences can unwittingly
lead forensic examiners to the right decision, but for
the wrong reasons. By focusing exclusively on the out-
comes of their analyses, the current study neglects the
fact that bias can likewise distort the process of the anal-
ysis, even if it fails to change the outcome. In light
of this, as well as the methodological issues enumer-
ated above, this study offers little information about
the true scope of the problem. In order to best direct
our efforts to combat contextual bias, it will be crucial
to develop a more nuanced understanding of how con-
text impacts both the outcome and process of forensic
identification.
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Do Observer Effects Matter? A Comment on Langenburg, Bochet, and Ford*
 
ABSTRACT
We identify methodological problems in Langenburg et al. (2014), which undermine its 
conclusions about the size of the observer effect problem and the importance of sequential 
unmasking as a solution.  The scoring method of Langenburg et al. (2014) appears to be 
subjective.  The classification of cases is not congruent with the three keys to observer effects in 
forensic science: the analyst’s state of expectation, the analyst’s state of desire, and the degree 
of ambiguity in the evidence being examined.  Nor does the paper adequately support its claim, 
“[I]t has been asserted that the high context/high interaction cases are essentially where there is 
the most danger of bias.”  While the paper tends to minimize concern over observer effects, the 
evidence in it seems to support the view that fingerprint analysts look to contextual information 
to help them make decisions.

 
 
Do Observer Effect Matter?
Langenburg et al. (2014) have provided a service by presenting data on latent print work at the 
Minnesota Bureau of Criminal Apprehension.  They uncover potentially useful facts such as the 
rate at which latents were recovered from plastic bags.  Thus, the paper succeeds in its stated 
goal of providing “casework statistics” (p. 16) from Minnesota’s Bureau of Criminal 
Apprehension Latent Print Unit (BCA-LPU).  Additionally, “A portion of the . . . paper was 
dedicated the exploration of possible bias effects from significant interaction between the 
forensic analyst and the case investigator, or from analyst exposure to contextual information 
about the case” (p. 16).  Langenburg et al. drew several conclusions in this later part of their 
paper, including “there is usefulness in sequential unmasking.”  We commend this affirmation of 
a role for sequential unmasking, even though Langenburg et al. see the potential as more 
limited than we do.

In spite of this point of agreement, we believe that the portion of the paper on bias was flawed 
and cannot be used to infer that the risk of observer effects is lower in fingerprint analysis than 
in other expert domains.  The study is of limited value, therefore, in judging the proper scope for 
sequential unmasking or other measures that are meant to limit bias or its bad effects.  The 
paper suffers from some basic methodological flaws and, consequently, it may not be possible 
to draw policy-relevant inferences from its analysis.

Langenburg et al. distinguish between “interactions” and “contextual information” as sources of 
bias.  They use a two-dimensional classification in which cases are rated on the “level of 
interaction” of the analyst with case investigators and on the “amount” of domain-irrelevant 
context information the analyst was exposed to.  The level of interaction might be “high,” 
“moderate,” or “none/minimal,” and the amount of domain-irrelevant context information might 
be “high,” “moderate,” or “none/minimal.”  Langenburg et al. seem to think that the risk of a bias-
induced error grows as we move from none/minimal to high on either dimension.  Thus, they 
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reason, a bias-induced error is most likely in cases with high interaction and high context 
information, and error is least likely in cases with none/minimal interaction and none/minimal 
context information.  They say, “Two subsets of those data were compared: the cases where 
there was high context information and high interaction (high context/high interaction; N D 18) 
versus the cases where there was no context information and no interaction (no context/no 
interaction; N D 466).  The reason for doing so is that it has been asserted that the high context/
high interaction cases are essentially where there is the most danger of bias—that the analyst is 
receiving significant non-domain information and cues from investigators” (p. 30). 

As a bottom line, the authors report that 142 of 650 (22%) “no context/no interaction” cases 
resulted in an individualization, whereas 25 of 121 (21%) “high-context / high interaction” cases 
resulted in an individualization (pp. 30-31).  Langenburg et al. infer, “Essentially, there was no 
difference in the rate of identification between these two subgroups.”  But the 95% confidence 
interval for the first rate minus the second rate is about -7% to 8%.  (Our calculation assumes 
that we may model the underlying processes as independent Bernoulli trials.)  While, they could 
correctly point out that this result shows that we cannot rule out the null hypothesis of equal 
rates between the two groups, their evidence does not rule out substantial observation effects.
Yet, there are more fundamental problems. First, there is a methodological question of scoring.  
Although the authors acknowledge that the scoring of context and interaction was a “judgment 
call,” they do not report whether raters were blinded to the dependent variables under study 
when they rendered those judgments.  Nor do the authors report any measures of inter-rater or 
intra-rater reliability for these assessments.  It is thus hard to know if these measures have any 
validity, even if the underlying concepts were clear. 

Second, there is a problem of “confounding.”  As Vandenbroucke (2002) explains, the word 
“confounding” is generally “used for one particular form of the confusion of two effects: the 
confusion due to extraneous causes, i.e., other factors that really do influence” the processes 
under study (p. 219).  By the authors’ own account, the paper’s “high context/high interaction” 
cases have a disproportionate number of homicides, while the “no context/no interaction” cases 
have a disproportionate number of property crimes.  To compare their individualization rates 
thus seems an apples and oranges comparison. 

One might, perhaps, use multivariate regressions to control for such confounds.  Or one might 
attempt some sort of matching or subset analysis.  We wonder, however, whether the dataset 
used is big enough to allow the fruitful use of such techniques.  Even then, one might worry 
about an unavoidable risk of surveys of the type made by Langenburg et al.: omitted variables 
that correlate with the observed variables and thus skew the analysis.

 Such considerations support the view that controlled experiments may be the best way to get at 
the issues in question.  There have been such experiments using trained, working, professional 
fingerprint examiners (Dror and Charlton 2006, Dror, Charlton, and Peron 2006).  These studies 
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support the view that fingerprint examiners, like all other humans, are subject to observer 
effects.  The effect sizes in these studies are large enough to make bias by domain-irrelevant 
information a source of concern for anyone interested in avoiding false convictions.

Langenburg et al. find that the rate of identification is about the same in the cases classified as 
high context/high interaction and those classified as no context/no interaction.  Theysay, “This is 
not compelling evidence that analysts are highly motivated to find only evidence to support the 
police theory and are being influenced by interactions with police and prosecutors” (p. 31).  But 
by their own account, as we have noted, the cases dubbed “high context/high interaction” 
include a disproportionate number of homicides and those dubbed “no context/no interaction” 
include a disproportionate number of property crimes.  They say,
 

There was a difference in the rates of exclusions to suspects: there were nearly 3 
“exclusion” decisions per latent print for high context/high interaction cases, whereas 
there was only 1 “exclusion” decision for every 4 latent prints in no context/no interaction 
cases.  Proportionately, there were 12 times as many exclusions of suspects in high 
context/high interaction cases as there were in no context/no interaction cases.  This is 
likely due to the higher number of suspects against which to compare in homicide cases 
in the high context/high interaction cases compared to the large number of property 
crimes, where there is usually no suspect pro- vided about half the time, dominating the 
no context/ no interaction cases (p. 31).

Thus, Langenburg et al. seem to have found that in cases such as murder we usually have 
multiple suspects and a larger numbers of latents to consider.  In those cases, they report, 
examiners pay lots of attention to the case file and have frequent interactions with police 
investigators.  By contrast, in the typical property crime, there are no suspects and only a few 
latents to consider.  In the first class more latents are judged to be “identifiable” than in the 
second class.  We also get more exclusions in the first class than in the second class.  Of the 
latents judged useable in each class the ratio of identifications is about the same.  

All of this is supposed to support the view that bias is somehow a smaller problem than 
advocates of sequential unmasking believe.  But their own evidence says that when examiners 
have a greater chance of making an identification that might later be shown to be incorrect, they 
are more likely to interact with police investigators and to acquire case information.  This result 
suggests to us that fingerprint analysts look to contextual information to help them make 
decisions. 

Although the foregoing is sufficient to understand why the Langenburg et al. paper is not 
contrary to the emerging consensus that observer effects are a real and substantial problem, it 
is also important to address several foundational methodological and conceptual issues for the 
sake of future research and to advance the literature on observer effects in forensic science.  
Fundamentally, we think that classification scheme is inadequate for their stated purpose.  It 
does not adequately reflect the three keys to observer effects in forensic science: the analyst’s 
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state of expectation, the analyst’s state of desire, and the degree of ambiguity in the evidence 
being examined.  Krane et al. (2008) say, “Observer effects are rooted in the universal human 
tendency to interpret data in a manner consistent with one's expectations. This tendency is 
particularly likely to distort the results of a scientific test when the underlying data are 
ambiguous and the scientist is exposed to domain-irrelevant information that engages emotions 
or desires” (p. 1006).  

Risinger et al. (2002, p. 12) explain, “At the most general level, observer effects are errors of 
apprehension, recording, recall, computation, or interpretation that result from some trait or state 
of the observer.”  The relevant “state of the observer” may be a state of expectation.  Domain-
irrelevant information can create an expectation that a given pair of known and unknown prints 
have a common source or that they do not have a common source.  The relevant “state of the 
observer” may be a state of desire.  As Risinger et al. (2002, p. 24) note, “[W]here an observer 
has strong motivation to see something, perhaps a motivation springing from hope or anger, 
reinforced by role-defined desires, that something has an increased likelihood of being ‘seen.’”  
Risinger et al. (2002) also note the importance of ambiguity.   “Of course, where the evidence is 
clear, the cognitive biases, which operate best on ambiguity, can be overridden.  Conversely, 
observer effects are most potent where ambiguity is greatest, when an observer’s judgment is 
most likely to succumb to expectation, subjective preference, or external utility” (Risinger et al. 
2002, p. 16).  Whitman and Koppl (2010) have a model of Bayesian decision-making in which 
ambiguity increases the chance of a bias-induced error.  Expectation, desire (“subjective 
preference or external utility”) and ambiguity are the three key factors producing observer 
effects in forensic-science decision-making.

Langeburg et al. do not provide citations that support their statement, “it has been asserted that 
the high context/high interaction cases are essentially where there is the most danger of 
bias” (p. 30, emphasis added).  When first drawing the distinction between interactions and 
context information they cite three works authored or co-authored by Itiel Dror (Kassin, Dror, 
and Kukucka 2013; Dror 2013; Dror and Hampikian 2011).  But the word “interaction” appears in 
only one of the cited works, and then only in the phrase “social-interactional context,” which was 
used once, in the description of someone else’s study of confirmation bias (Kassim, Dror, and 
Kukucka, p. 44).  At least one important article, however, does say that “interactions” between 
examiners and investigators create a risk of observer effects.  Risinger et al. (2002) note the 
danger of such interactions and once use that word in that connection (p. 37).  In elaborating on 
the problem, Risinger et al. quote Evan Hodge.
 

[The examiner] gave in to investigative pressure.  We all do this (give in to investigative 
pressure) to one extent or another.  A hot case comes in, the investigators want to wait, 
want to look over your shoulder, want to see the ident, help you shoot the gun, etc.  Do 
you take shortcuts?  Do the words “the commissioner, or the director, or the captain 
wants to know right now” affect you?  Of course they do, don’t kid yourself (Hodge 1988, 
p. 292 as quoted in Risinger et al. 2002, p. 38).
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Hodge’s article has been cited elsewhere in the literature on observer effects in forensic science 
(Koppl 2005, p. 261; Kelly and Wearne 1998, p. 17).  It is therefore true that “interactions” 
between examiners and investigators has been an object of concern.  But this concern needs to 
be understood in the context of the scientific literature on observer effects.  The root concern is 
not “interaction,” per se, but the ambiguity of the evidence and an analyst’s states of expectation 
and desire.

An interaction between an analyst and an investigator may produce a change in the analyst’s 
state of expectation, her state of desire, or both.  In this sense, the category “interaction” is a 
mélange of expectation and desire.  An interaction may produce only a change in expectation if 
the analyst is already motivated to support the police theory.  It may produce only a change in 
desire if the analyst, for example, feels the sort of social pressure Hodge (1988) warned of.  
Finally, of course, an interaction may produce a change in both the analyst’s state of desire and 
her state of expectation.  Similarly, “context” as defined by Langenburg et al. may change an 
analyst’s state of expectation, state of desire, or both.

We are not aware of anything in the literature on observer effects in forensic science that 
asserts that the combination of “high context” with “high interaction” is “essentially where there 
is the most danger of bias” (p. 30).  Rather, the key factors are expectation, desire, and 
ambiguity – not interaction and context.  As we have seen, the sequential unmasking letter of 
Krane et al. (2008) does suggest that a combination of “expectation” and “desire” may be more 
likely to generate a bias-induced error than either in isolation.  Thus, this combination has been 
viewed with particular concern in the literature on observer effects in forensic science.  But if 
“context” and “interaction” as defined by Langenburg et al. are both mélanges of “expectation” 
and “desire” as defined in the literature on observer effects, then it seems doubtful what causal 
significance should be imputed to the combination of “context” and “interaction.”
Langenburg et al. measure “interaction” principally by the number of communications between 
an analyst and an investigator.  To be categorized as “high interaction” the record must reveal 
“at least 3 phone calls, at least 3 email exchanges, or attendance at the crime scene” (p. 18).  
While these factors may be generally correlated with an analyst’s state of desire, state of 
expectation, or both, it must also be considered that a single intense interaction could easily 
have a greater effect than countless insubstantial ones.

Langenburg et al. measure “context” by the number of “case details” to which the analyst was 
exposed.  But the number of details does not have to be high to induce a high state of 
expectation in an analyst.  Some of the language used by Langenburg et al. suggests that they 
considered not only the number of details, but also whether the details given were 
“significant” (p. 19).  Unfortunately, context was uniformly “high” in the one example they give to 
illustrate the difference between high and low context cases.  They say,
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Typically, we opted for a higher level of interaction/context information if there was any 
doubt.  For example, if the case only had a short note such as “we are looking for 
subject’s prints on the gun,” this was designated as a “minimal to no context” case.  If 
the officer wrote (and this would be extraordinary and did not occur in these samples) 
“we are looking for subject’s prints on the gun— we know he did it and he’s a bad person 
who needs to come off the streets,” then this would be categorized as a “high context” 
case even though it is a single, short statement made to the laboratory (p. 22).

 
In a private communication, Langenburg has explained to us that police investigators must 
include an “evidence submission form” with all forensic evidence sent to the crime lab.  This 
form includes the names and birth dates of both victims and any suspects.  If there is no 
suspect, as when drugs are found at the side of the road, the lab may not take the case in.  
Analysts will generally be aware of the information on the submission form because they are 
required tocheck it for possible errors.  Langenburg has explained to us that these completed 
forms were not generally considered a source of potentially biasing information in the study.  An 
egregious remark in the context box could cause the case to be classified differently, but not 
remarks indicating that results are needed by a certain date or to look for latent prints first on 
this object, then on the other, and so on.  In our experience, the information routinely supplied in 
evidence submission forms will often, indeed usually, contain potentially biasing information.
Indeed, in the very case used by Langenburg as an exemplar of “minimal to no context” the 
analyst has been told, as it were, the “right” answer.  Certainly, the known and unknown prints 
must be considered together at some point.  But the principles behind sequential unmasking as 
articulated by Krane et al. (2008), suggest that the crime-scene latent be submitted for 
characterization before any known prints are available to the analyst.  Analysts should first 
determine whether the detail observed is sufficient to make the crime scene item a potential 
source of useful information before any known prints are available to her.  (This proposal 
addresses the initial “analysis” stage of the ACE-V method of fingerprint examination.) 
The general literature on observer effects (reviewed in Risinger et al. 2002) as well as the 
literature specific to fingerprint analysis (Dror and Charlton 2006, Dror, Charlton, and Peron 
2006) together suggest that the simultaneous presentation of the latent and one known print 
creates a risk of error through observer effects.  Thus, the example of “minimal to no context” 
given by Langenburg et al. is, instead, a case in which there is an appreciable risk of bias.  As 
Whitman and Koppl (2010, p.70) have noted, “The authorities—police and prosecutors—
implicitly convey information to forensic examiners by their very decision to submit samples for 
testing.”  Saying the suspect is a bad person is not always necessary to create a state of 
expectation in an analyst. 

Let us consider the analysts’ state of desire.  The fingerprint examiners of the BCA-LPU are 
employed in a law-enforcement agency.  This alone has the potential to create a desire to help 
law enforcement officers, and this desire, in turn, has the potential to bias decision-making.  As 
the National Academy of Sciences has noted, “Forensic scientists who sit administratively in law 
enforcement agencies or prosecutors’ offices, or who are hired by those units, are subject to a 
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general risk of bias” (NAS p. 6-2).  The administrative position of fingerprint examiners in the 
BCA-LPU is invariant across all cases studied by Langenburg et al.  It is thus possible, even 
likely, that these examiners generally had a state of desire capable of producing observer 
effects.  It seems questionable, then, whether the analyst’s state of desire is highly correlated 
with either “context” or “interaction” as defined by Langenburg et al., even though one or more 
case details or pressure from an investigator could enhance an analyst’s state of desire 
(Charlton et al. 2010). 

Let us now consider the analysts’ state of expectation.  If the analysts are typically presented 
the known and unknown prints together, then they will typically have at least some degree of 
expectation that one or more latent prints have the same sourceas a print from the “subject.”  
Thus, the analyst’s state of expectation, like her state of desire, may not be highly correlated 
with either “context” or “interaction” as defined by Langenburg et al., even though one or more 
case details or an interaction with an investigator could enhance an analyst’s state of 
expectation. 

Importantly, the classification employed by Langenburg et al. does not appear to consider in any 
way the ambiguity of the latent prints submitted for evaluation.  Dror et al. (2005) distinguish the 
“bottom up” information given by the latent or other evidence from domain-irrelevant information, 
which they dub “top down.”  They say, “weakening the bottom-up information may allow the top-
down component more room to influence the process” (p. 803).  When an evidence sample is 
unambiguous, context information is  less likely to induce an error. 

In the end, fingerprint analysts must decide when to declare an individualization, when to 
declare an exclusion, and when to declare that no reliable judgment can be made.  Presumably, 
analysts want to moderate what we might call “reversal risk,” the risk that a decision will later be 
determined to have been mistaken.  Charlton et al. (2010) conducted a survey of fingerprint 
examiners and concluded in part, “[T]here was an expression of fear and consequence in 
making an erroneous match” (p. 391).  They also found “a desire to avoid ambiguity” (p. 390).  
Domain-irrelevant information may help them reduce subjective doubt about which decision has 
the lowest reversal risk.  If fingerprint examiners are decision makers who are similar to decision 
makers in other areas, including other expert domains, then the potential of domain-irrelevant 
information to help resolve ambiguity and subjective doubt may lead them to more energetically 
seek out and respond to domain-irrelevant information when reversal risk is greater.  From this 
point of view, the differences Langenburg et al. found between “high context/high interaction” 
cases and “no context/no interaction” cases seem consistent with the view that domain-
irrelevant information may be creating observer effects in the BCA-LPU.
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Abstract

Although the forensic science community has long been cognizant of the need to avoid physical 
contamination of evidence, it has been reluctant  to acknowledge the possibility of mental 
contamination of evidence in the form of cognitively biased forensic evaluations. As 
highlighted in the 2009 National Academies of Science report, Strengthening Forensic Science 
in the U.S: a Path Forward , empirical research in the fields of behavioral science and information 
obtained from reviews of forensic practitioner errors in several high-profile cases have clearly 
established the adverse impact  that  contextual and motivational biases can have on human 
judgment and the accuracy of forensic evaluations of evidence. Nevertheless, far too many 
forensic handwriting experts still steadfastly believe that proper training and experience 
somehow shield them from the biasing influences that  have been proven to impact the accuracy 
of visual observations and decision making on the part of human beings  in all other  walks  of 
life.  Understanding the various sources of bias and learning how to limit or minimize their 
influence is essential for improving the accuracy of decisions made by forensic handwriting 
experts and the reliability of their expert testimony.

In this article, Andrew Sulner, a third-generation board certified forensic document  examiner and 
former state prosecutor, explains and illustrates how the opinions and expert testimony of 
individuals performing comparative analyses of signatures and handwriting are susceptible to 
biasing influences that can improperly taint  and sway their decision-making process and the 
manner in which they testify as experts. Actual case histories are used to demonstrate how  
cognitive or motivational bias can contribute to erroneous findings and/or disingenuous testimony 
on the part  of experienced and presumptively well-trained forensic document examiners. 
Individual debiasing techniques and institutional context management and evidence testing 
protocols for minimizing examiner bias in forensic handwriting investigations are also 
discussed.

Keywords:  confirmation bias; context effects; debiasing techniques; examiner bias; Fischhof 
Method; flawed forensics; forensic bias; forensic document examination; handwriting 
comparisons; signature comparisons
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Handwriting: Cognitive
Bias

Introduction

Many disciplines in forensic science require experts
to make subjective judgments about whether two
things are sufficiently similar to conclude that both
originate from the same source. Although the forensic
science community has long been cognizant of the
need to avoid physical contamination of evidence,
it has been reluctant to acknowledge the possibility
of mental contamination of evidence in the form of
cognitively biased forensic evaluations. It preferred
to operate under the belief that proper training and
experience somehow shield forensic examiners from
the biasing influences that have been proven to impact
the accuracy of visual observations and decision
making on the part of human beings in all other
walks of life. This naive and ill-founded belief,
debunked by a vast body of empirical research in the
fields of behavioral science as well as data obtained
from DNA exoneration cases and reviews of forensic
practitioner errors in several high-profile cases, was
singled out in the 2009 National Academies of
Science report, Strengthening Forensic Science in
the U.S: a Path Forward (NAS Report) [1], which
emphasized the adverse impact that contextual and
motivational biases can have on human judgment and
the accuracy of forensic evaluations of evidence.

Susceptibility to cognitive bias is not a character
flaw; it results from imperfections inherent in human
perception and reasoning, and as such, cannot be
eliminated by sheer force of will. The human mind
is capable of unconsciously leading even an honest
and well-intentioned individual to act in a manner
that is inconsistent with his or her best judgment.
Research studies and case histories have demon-
strated that even for well-trained and experienced
experts, perceptual distortion, inaccurate judgment, or
illogical interpretation of evidence can result from a
variety of biasing influences.

This article illustrates how the opinions and
expert testimony of forensic document examiners
performing comparative analyses of signatures and
handwriting are susceptible to biasing influences that

can improperly taint and sway their decision-making
process and the manner in which they testify as
experts. Understanding the various sources of bias
and learning how to limit or minimize their influence
are essential for improving the accuracy of decisions
made by forensic handwriting experts and the relia-
bility of their expert testimony.

Essential Requirements for Performing
Reliable Forensic Handwriting
Examinations

Suitability for Comparison and Presence of
Sufficient Discriminating Writing Features

Handwriting can take the form of connected writing,
as in cursive script or signatures, or disconnected
writing, as in hand lettering (hand printing) and
the writing of numerals and symbols. The discrim-
inating features of writing include elements of style
(e.g., letter formations, spatial and proportional rela-
tionships between letters and words, and formatting
features) and execution (e.g., speed and fluidity of
writing movements). It is the totality (combination)
of the discriminating, habitual writing habits that
forensic document examiners compare and evaluate
in cases involving handwriting identification and/or
signature verification. Essentially, the pictorial, struc-
tural, and line quality features that are perceived to
characterize two sets of writing specimens are inde-
pendently assessed and then compared inter se to
determine whether they are sufficiently similar to
support a conclusion of common authorship or suffi-
ciently dissimilar to indicate that different writers
produced the two sets of writings.

At the outset of any handwriting investigation,
the examiner makes judgments about whether the
questioned writing is sufficiently devoid of distor-
tion or disguise to render it suitable for comparison
purposes, and whether it contains enough distin-
guishing features to support a decision regarding
source of origin. Such judgments are discretionary
and examiner dependent. Once the questioned writing
is adjudged to be suitable for comparison purposes,
the examiner then evaluates the quantity and quality
of the submitted exemplar (known) writing to assess
its suitability and adequacy for comparison purposes.

To determine whether a questioned signature is
genuine, a trained forensic handwriting expert focuses
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on the intricate details that make up the component
(structural) parts of the signature and the relative
speed and fluency (rhythm) with which those details
are executed. An attempt to duplicate the signature
of another person based on a known sample or
“model” of that person’s signature is referred to as
a forgery by simulation or simulated forgery. In so
doing, the forger attempts to duplicate the normal and
natural writing habits and abilities of another while
simultaneously discarding his or her own customary
writing habits and abilities.

Adequacy of Exemplars Used for Comparison
Purposes

Obtaining a sufficient number of samples of an indi-
vidual’s normal writing is an essential requirement
in investigating whether such individual authored
a questioned or disputed handwritten item; these
samples are termed exemplars. The exemplars must
be sufficient in quantity to provide a sound basis
for evaluating and ascertaining the natural range
of variation found within the subject individual’s
handwriting or signature pattern. Variations found
within the same person’s writing or signature pattern
are often referred to as “intra-writer” differences,
whereas “inter-writer” differences refer to dissimilar-
ities that are attributable to another writer. In any case
involving questioned writings or disputed signatures,
the critical task for the forensic document exam-
iner is to ascertain whether apparent differences are
intra-writer differences indicative of common author-
ship, or inter-writer differences evidencing different
writers.

Ideally, the exemplars should be written as close
as possible to the alleged date(s) of preparation of
the questioned writing(s). A principal source of error
in disputed signature cases is when the handwriting
expert bases an opinion of forgery on exemplar signa-
tures of a remote date, an inadequate amount of
exemplar signatures, or exemplar signatures that are
“cherry picked” by a disclaiming signatory in an
attempt to provide spurious support for an unmerito-
rious claim of forgery. In many signature comparison
cases, on obtaining a truly representative sampling
of the disclaiming party’s signature pattern, what
at first glance were perceived as “apparent differ-
ences” are oftentimes demonstrated and proven to
be “normal variations” within the same person’s

signature pattern (intra-writer differences), and hence
prima facie proof of genuineness.

Objectivity in the Analysis and Interpretation of
Evidence

Objectivity is essential to the integrity and accuracy
of any forensic handwriting investigation. Unfortu-
nately, a handwriting expert’s neutrality and objec-
tivity can be compromised by domain-irrelevant
contextual (background) information and motiva-
tional factors, causing the truth-seeking goal to be
eclipsed by an outcome-oriented goal.

Sources of Cognitive Bias That Can
Unduly Influence the Outcome of Forensic
Handwriting Examinations

Contextual bias is the most common form of cogni-
tive bias encountered in forensics. It occurs when
potentially biasing background information that is
irrelevant to the discipline-specific task assigned to
an examiner (e.g., examining and comparing hand-
writing) is conveyed to the examiner before the exam-
iner has completed the task and reached a conclusion.
As noted by Miller [2], it is not uncommon for
forensic document examiners to be “briefed” about
the background of the case surrounding the docu-
ment(s) being submitted to them for forensic hand-
writing analysis. Such extraneous information usually
suggests the outcome preferred or desired by the party
requesting the analysis, and consequently, has the
potential to unduly influence and distort the exam-
iner’s visual perception and evaluation of the hand-
writing evidence submitted. In the law enforcement
or criminal justice setting, potentially biasing infor-
mation usually concerns the crime itself, the criminal
background of the suspect, or knowledge of a confes-
sion or some other form of physical or testimonial
evidence linking the suspect to the crime.

The idea that document examiners should be insu-
lated from all information about an investigation
except necessary, domain-specific information is not
novel. William E. Hagan’s 1894 treatise on the
examination of disputed handwriting and signatures
contained the following commentary highlighting the
need to keep document examiners “blinded” from
such biasing influences:
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“ . . . the examiner must depend wholly upon what
is seen [in the forensic examination], leaving out of
consideration all suggestions or hints from inter-
ested parties; and if possible it best subserves
the conditions of fair examination that the expert
should not know the interest which the party
employing him to make the examination has in
the result. Where the expert has no knowledge
of the moral evidence or aspects of the case in
which signatures are a matter of context, there is
nothing to mislead him, or to influence the forming
of an opinion; and while knowing of the case as
presented by one side of the context might or might
not shade the opinion formulated, yet it is better
that the latter be based entirely on what the writing
itself shows, and nothing else.” [3]

Motivational bias on the part of forensic experts
can be attributed to a variety of factors, and research
on motivated reasoning has shown that an indi-
vidual’s reasoning processes are more readily biased
when the individual is motivated by goals other
than accuracy [4]. Wharton provides the following
commentary regarding motivational bias on the part
of handwriting experts:

“It is well known that in cases of peculiar diffi-
culty, when the difference, if there be any, between
two handwritings is only noticeable by perceptions,
the most sensitive experts, no matter how consci-
entious, often take unconsciously such a bias from
the party employing them as to give to their judg-
ment the almost infinitely slight impulse that turns
the scale; nor is it strange that, in an instrument
so delicate, aberrations from its true course should
be produced by attractions or repulsions otherwise
unappreciable. If an expert could be absolutely
secluded from such extraneous influences, his judg-
ment might be depended on at least for impartiality.
This, however, is impracticable. A jury is bound,
therefore, to accept the opinion of an expert as to
handwriting, even when uncontradicted, as an argu-
ment rather than a proof; and to make allowance for
all the disturbing influences by which the judgment
of the expert may be moved.” [5]

Wharton’s view of when the judgments of
handwriting experts are most vulnerable to bias is
confirmed by psychological research indicating that
forensic practitioners are less likely to be swayed by
potentially biasing influences when the evidence is
clear-cut and unambiguous [6]. Simply put, it is far
more difficult to rationalize a desired outcome in the

face of very strong if not irrefutable evidence to the
contrary.

Contextual and motivational influences can
produce confirmation bias, the tendency to seek
out and interpret evidence in ways that support or
confirm pre-existing beliefs and desires. Conflicts
between truth-seeking goals and outcome-oriented
goals are often fueled by the adversarial nature
of the legal process itself [7]. The 2009 NAS
Report [8] and research studies [9] indicate that
forensic practitioners assigned to evaluate evidence
may be motivated to see their side of a case
prevail, which can lead them to endorse a biased
view of the evidence that is consistent with their
adoption of an adversarial outcome-oriented role
instead of an objective truth-seeking one. Moreover,
“tough-on-crime” attitudes prevalent within the law
enforcement community tend to foster confirmation
biases that leave prosecutors, investigators, and
forensic specialists in crime laboratories more
inclined to prioritize the value of obtaining a convic-
tion of the accused over the countervailing priority
of protecting the accused from a wrongful conviction
[10–12]. These potentially biasing influences render
handwriting and other forensic experts vulnerable to
making erroneous decisions about the evidence they
evaluate.

Absent the implementation of practical bias-
minimizing procedures when evidence is submitted
to and evaluated by handwriting experts in civil or
criminal cases, it is unlikely to expect such experts
to be kept “blinded” from domain-irrelevant infor-
mation or other potential biasing influences. Some of
the recommended changes that have been proposed
for minimizing bias in handwriting investigations
are discussed later in this article.

Observer Effects: How Examiner Bias
Can Unduly Influence Forensic
Handwriting Expertise

Observer effects refer to the ways in which an exam-
iner’s perception and interpretation of evidence can
be influenced by the examiner’s preconceived beliefs
and motives, or by the surrounding context, which
can include background information conveyed to the
examiner as well as the evidence itself, the latter
being a phenomenon often overlooked. Examiner bias
in forensic handwriting investigations can influence
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how examinations and comparisons are performed,
the visual perceptions and observations of the exam-
iner, the findings and opinions drawn from evaluating
and comparing questioned and known writings, and
the manner in which the examiner testifies in court.
Some of the mechanisms and mental processes by
which such cognitive bias can operate are discussed
in the following sections.

Selective Exposure: Choosing Which Evidence to
Examine

One way for a handwriting expert to arrive at a
particular conclusion or outcome is to choose which
evidence to examine for the purpose of testing the
hypothesis under consideration. Handwriting experts
who engage in selective exposure practices “shield”
themselves and others from discordant evidence by
using only handwriting or signature exemplars that
support the favored outcome and ignoring, with-
holding and/or disregarding those exemplars that
contradict or refute the favored outcome. In some
instances, such practices may be more attributable to
a lack of ethics than the influence of bias.

Selective Scrutiny: Selectively Evaluating
Evidence in a Manner That Favors a Particular
Outcome

A handwriting expert’s selective scrutiny of evidence
occurs when the expert searches only for evidence
that will confirm the expert’s favored outcome. An
example would be where a handwriting expert’s
favored outcome is common authorship and in the
course of examining the evidence, the expert’s atten-
tion is disproportionately focused on looking for
similarities in writing features between the questioned
and exemplar writing, thereby failing to meaningfully
search for or recognize the presence of differences
in writing features between the two sets of writings.
As discussed later, the Fischhof Method of upside-
down writing comparison developed by this author’s
grandfather in the early 1900s can help to minimize
the risk that differences between two sets of writings
will be overlooked in cases of particular difficulty or
ambiguity.

Overlooking Differences in Writing Features Due
to Observer Effects from the Evidence Itself
(“Familiarity Heuristic”)

Much of the literature in the emerging field of
cognitive forensics has focused on observer effects
resulting from extraneous (domain-irrelevant)
contextual information, neglecting the effect that the
evidence itself can have on the observer’s visual
perceptions of that evidence. Although cognitive
psychologists have long been aware that famil-
iarity can cause oversight of unusual events or
situations, this heuristic (which I have labeled the
“familiarity heuristic”) has been largely overlooked
as a factor contributing to observer effects in
forensic handwriting examinations and compari-
sons [13].a

Julius Fischhof, a pioneer in the field of ques-
tioned documents and Eastern Europe’s leading hand-
writing expert in the 19th century,b recognized that
in the context of text-based handwriting, the famil-
iarity of letters or words can unconsciously contribute
to the failure on the part of an examiner to observe
or recognize salient writing features, most notably
differences between two sets of text-based signatures
or handwritten items that appear to be very similar.
Fischhof discovered that by comparing such ques-
tioned and known signatures or handwriting upside
down, the examiner is not subconsciously influ-
enced by reading individual letters or words and
has a more objective view of writing features [14].
In essence, the Fischhof Method of upside-down
comparison offers the examiner a means of avoiding
undesirable observer effects from the very thing
being observed – the handwriting – by preventing
the ocular distraction that results from following
written characters or words that are readily familiar
to the observer. It serves to minimize the cognitive
“noise” and “interference” resulting from the famil-
iarity heuristic associated with observations of text-
based handwriting by altering the handwritten image
into something that is unrecognizable (illegible),
thereby tricking the brain into thinking it is seeing
an unfamiliar image. By providing a totally different
visual perspective of the very same evidence, the
Fischhof Method can afford forensic document exam-
iners the type of visual feedback that can help them
avoid overlooking perceptible differences in rele-
vant writing features that might impact the accuracy
of their judgments about handwriting. It is akin to
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the professional proofreader’s strategy of reading
material backward when checking for misspellings
in order to avoid becoming distracted by content
issues.

In a 1989-New York State Surrogate Court deci-
sion [15] involving conflicting expert testimony about
the validity of a signature appearing on a share-
holders agreement between two brothers, the Court
commented favorably on the Fischhof Method:

“The petitioner’s expert, a well-known authority
and author in the field of handwriting analysis,
concluded that the signature of Walter Last on
the shareholder’s agreement was a forgery. Her
testimony included a detailed analysis of the
subject signature with a comparison to known
exemplars of the decedent’s signature. She
employed an “upside-down” technique in which a
known and a questioned signature are compared
after they are inverted. Since there is a natural
tendency to read words instead of noting variations
in characters, this method allegedly gives the
examiner a truer basis for comparison. Employing
photographic enlargements of known signatures
and the questioned signature, and acknowledging
that no two signatures of the same person are
exactly alike, she emphasized differences in both
primary and secondary characteristics and opined
that the questioned signature was not that of the
decedent.
There was an attempt to show, both by testimony
that the Last brothers signed each other’s signa-
ture, and by noting certain characteristics in Bert’s
signature, that the questioned signature “is more
identical to the characteristics in Bert Last’s hand-
writing . . . than with Walter Last’s signature”. The
court, after being advised that the petitioner did not
intend to show that Bert had committed the forgery,
ruled the testimony irrelevant and barred further
questioning along these lines.
The respondent countered with another expert, a
trained examiner of questioned documents. He
described his method of examining the questioned
signature and comparing it with a series of known
signatures of the decedent. The expert considered
such features as skill, slant, speed, spacing propor-
tions, relative size, and upper case letter versus
lower-case comparisons. Pen stops, hesitations,
tremors and possible tracing were also taken into
account. Pictorial aspects and design forms were
reviewed, particularly as they applied to variation
(no two signatures of a person are exactly alike).
On the basis of these tests, this expert concluded
that the questioned signature is that of the decedent.
When asked why the questioned signature appeared

to have a break between two letters, he said the
lack of a “connecting stroke” was insignificant,
attributing it to a normal variation. Under extensive
cross-examination, he explained apparent inconsis-
tencies in the signatures, such as hooks, straight
lines and spaces. He found all fell within the
parameters of variation contemplated in multiple,
one-author signatures.
The expert testimony offered by the peti-
tioner, while lacking in certain respects, was
more convincing than that presented by the
respondent. The analysis conducted by the peti-
tioner’s expert, particularly the “upside-down”
comparison, was credible and persuasive. The
explanation offered by the respondent’s expert
was insufficient to eliminate glaring differ-
ences between the signatures, particularly as
regards spacing. The normal variation present in
everyone’s signature does not account for the
divergence in primary characteristics, as cogently
explained by the petitioner’s expert.’’ (Emphasis
added) [15]

Selective Stopping (“Rush to Judgment” Mindset)

Selective Stopping occurs when an investigation
prematurely terminates further inquiries after having
found some evidence to support a favored outcome
but before adequate consideration was given to
alternative hypotheses or the existence and avail-
ability of evidence that would tend to refute the
favored outcome. This “rush to judgment” mindset,
a byproduct of confirmation bias, has contributed
to flawed FBI investigations in several high-profile
cases, such as the wrongful arrests and subsequent
exonerations of Richard Jewell in connection with
the 1996 bombing of Atlanta’s Centennial Olympic
Park that killed 1 individual and injured 117 others,
and Brandon Mayfield in connection with the 2004
Madrid train bombings that killed 191 individuals and
wounded 1800.

Selective Reevaluation of Evidence and/or
Revision of Findings

More often than not, domain-irrelevant background
information about a given case is conveyed to
an examiner at the time the evidence is initially
submitted for analysis. Sometimes, the informa-
tion is obtained afterward, as when the examiner
learns that his/her findings are inconsistent with
test results obtained from forensic analysis of other
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items of evidence in the case, or from analysis
of the very same evidence by a different analyst.
Cross-communication of findings from analysis of
the same or other evidence can unduly influence
the objectivity of handwriting experts, and it has
been raised as a possible source of error in many
cases involving handwriting identifications, espe-
cially where the disclosure of such information has
prompted the examiner to refine or change the
initial conclusion after “reevaluating” the very same
evidence. In response to the 2009 NAS Report and
revelations that cognitive bias contributed to labo-
ratory and practitioner errors in some high-profile
criminal cases, the FBI laboratory has reportedly
discontinued its long-standing practice of allowing
forensic examiners in one discipline unit to know the
findings of forensic examiners in another discipline
unit and to confer with one another in the event of
conflicting results.

The Impact of Examiner Bias: Flawed
Opinions and/or Disingenuous Testimony

The following two case studies demonstrate how
cognitive or motivational bias can contribute to erro-
neous findings and/or disingenuous testimony on the
part of experienced and presumptively well-trained
forensic document examiners.

Case Study 1: Questioned Signatures

Felder v. Storobin, 100 A.D.3d 11, 953 N.Y.S.2d 602
(N.Y. App. Div. 2012), involved an appeal from a
trial court’s decision to dismiss a proceeding which
Felder commenced against Storobin to invalidate
a petition designating Storobin as a candidate for
election to the New York State Senate. The New York
appellate court described the factual issues and expert
testimony before the trial court (Supreme Court) as
follows:

“Felder alleged that five signatures witnessed by
Storobin were actually forged: those of Anatoliy
Smolyanskiy, Edith Garcia, Arnaldo Garcia,
Carina Tretyakov, and Lyudmila Tretyakov.
[The] handwriting expert called as a witness by
Felder, testified that each of these five signatures
was forged, based upon his comparison of the
designating petition with the voter registration

records maintained by the Board of Elections. He
described the differences in signatures as great and
glaring. With respect to four of the signatories, the
exemplar signatures from the Board of Elections
were 28 years old, 20 years old, 19 years old, and
12 years old, respectively. [The expert] conceded
in his testimony that a person’s signature may
change with time and age. Felder did not call as
witnesses any of the voters in question, and did
not produce comparative signature evidence more
recent than that set forth in the records obtained
from the Board of Elections.
Storobin called Smolyanskiy, the fifth signatory,
as a witness. Smolyanskiy identified his signature
on the designating petition, and recalled signing
his name to it in the presence of Storobin and
another person. Storobin testified that he personally
obtained the signatures at issue. The Supreme Court
credited Smolyanskiy’s and Storobin’s testimony as
to Smolyanskiy’s signature.
As to the remaining four signatures, the Supreme
Court found [the handwriting expert’s] testimony
insufficient to meet the burden of proof for fraud,
particularly in light of, inter alia, the significant
gaps in time between the dates of the voters’
exemplar signatures from the Board of Elections
and the signatures on the designating petition.
The Supreme Court also found the testimony of
Storobin to be credible.’’ [16]

In affirming the lower court’s findings and decision
to dismiss the case, the appellate court noted

“[The handwriting expert’s] testimony that
Smolyanskiy’s signature was forged, followed by
Smolyanskiy’s testimony that the designating peti-
tion had, in fact, been signed by him, eviscerated
[his] credibility as an expert witness on the issue
of the authenticity of Smolyanskiy’s signature, and
allowed the Supreme Court to find [his] testimony
to be “unconvincing and questionable, at best” as
to the remaining designating signatures as well.
Again, we defer to the Supreme Court’s assessment
that [the handwriting expert’s] testimony was not
credible.” [16]

The handwriting expert who testified in this case
was employed for 30 years with a state police
crime laboratory that allowed him to accept private
sector civil casework; he was board certified by
the American Board of Forensic Document Exam-
iners (ABFDE) and a long-standing member of
the Questioned Document Section of the Amer-
ican Academy of Forensic Sciences (AAFS) and the
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American Society of Questioned Document Exam-
iners (ASQDE). He clearly possessed the requisite
education, training, and experience to know that
basing an opinion of forgery on perceived differences
appearing in signatures written many years before the
questioned signatures (more than two decades in one
instance) violated one of the basic tenets and tech-
nical standards of forensic signature examination and
comparison.

This civil case illustrates how selective stopping
can unduly influence the decision making and testi-
mony of a handwriting expert. The only appropriate
decision for the handwriting expert in this case would
have been to discontinue comparison and express no
opinion until more contemporaneous exemplars were
obtained.

Case Study 2: Questioned Handwriting (Disguised
Hand Printing)

Adams v. Weber, 2005 Extra LEXIS 216 (Circuit
Court, Fifth Judicial District, SD, 2005), involved
an action brought by Samuel D. Adams a/k/a Dale
S. White pursuant to an application for a Writ
of Habeas Corpus. Adams claimed that his court-
appointed defense attorney (Brankin) provided inef-
fective assistance of counsel when representing him
in connection with a 2001 criminal case.

As described in the South Dakota Circuit Court’s
Memorandum Decision, the underlying criminal pros-
ecution arose out of an incident that occurred while
Gayle Wanous (Wanous) was working alone in her
flower shop. A native American man entered the
shop, identified himself as Sam Adams, and said that
he is on his lunch break from Dakota Connection and
wants to buy some flowers for his girl friend. As the
customer started to write out an enclosure card at the
counter, he asked Wanous to add something to his
order. When Wanous went to a back workroom to
get something, she was struck from behind on the
head. When she awoke, she had no recollection of
what had happened. After cleaning the blood from
her hands and head, she immediately called the police
on noticing that her cash drawer was open and all the
cash and checks had been taken. Shortly after Chief
Flannery and Sergeant Fisher of the Sisseton Police
Department arrived at the scene, Wanous was taken
by ambulance to a hospital where she remained for 5
days after her injuries were discovered to include a 4-
inch cut to the back of her head, a fractured skull, and

a concussion. Four days after being discharged from
the hospital, Wanous provided the police with her
initial statement regarding the incident, and several
days later (2 weeks after the incident), Wanous iden-
tified Adams from a photo lineup as the person who
was in her store at the time she was attacked. Defen-
dant Sam Adams was subsequently prosecuted for
aggravated assault, first-degree robbery, and first-
degree burglary. A jury found Adams guilty of all
three counts and he was sentenced to 25 years in
prison [17].

The only physical evidence recovered from the
scene that might link the defendant to the crime was
the small enclosure card found on the counter that
contained the hand printed phrase “To Karen From
Sam”. No other physical evidence was recovered to
connect Adams to the crime scene – no fingerprints,
no blood, no DNA [17].

In granting Sam Adams’ petition for a Writ of
Habeas Corpus,c the Circuit Court determined that
the defense attorney’s laziness and complete incom-
petence undermined every aspect of Adams’ defense.
The Court cited numerous instances of gross inep-
titude on the part of the indigent defendant’s court-
appointed attorney, with perhaps the most damaging
one being his total lack of preparation concerning
handwriting analysis [18]. With respect to the trial
testimony of the State’s handwriting expert, the Court
noted:

“The State’s case against Adams was largely
circumstantial in nature. The State did not produce
any witnesses to the alleged crimes, other than the
victim. The Sisseton Police Department did not
collect any evidence that directly tied Adams to
the scene of the crime. No fingerprints, weapon,
or money was ever recovered. A major piece of
physical evidence presented to the jury was the
enclosure card left on Wanous’ counter. As related
earlier, it was inscribed with the words “To Karen,
From Sam.” However, the handwriting on the card
was unnatural stick writing rather than normal
printing. The State alleged this card was written
by Adams. The defense maintained Adams did
not write the card, and believed Sergeant Fisher
forged it as evidence against Adams.
The State employed a forensic document examiner
. . . as an expert to analyze the handwriting on the
card. Brankin never attempted to employ his own
handwriting expert, and never educated himself on
the area of handwriting analysis. Approximately
two weeks before the start of trial he stipulated to
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the [State’s use of its handwriting expert] without
fully reviewing the contents of her report.
Prior to issuing her report, the [State’s expert]
received writing exemplars of both Adams and
Fisher that were analyzed against the card. [The
expert] stated that she received an inconclusive
result when she analyzed Adams’ handwriting, but
that she could conclusively rule out Sergeant Fisher
as the author. At trial, [the State’s expert] testified
to her inconclusive finding in regards to Adams,
but went on to detail similarities between Adams
handwriting and the card. Brankin allowed her
to give lengthy testimony on the issue without
challenging her conclusions or prompting her to
detail the similarities between the two.’’ [19]

[The State’s expert] testified that she had been
employed as a forensic document examiner with the
Minneapolis Police Department since 1978, and had
also been accepting private sector civil casework
assignments since 1988. Her professional training
included a 4-year apprenticeship with the Questioned
Document unit of the Indiana State Police, FBI and
US Secret Service training courses, and attendance
at symposiums and workshops sponsored by profes-
sional membership organizations in the field. She was
a member of the Questioned Document Section of the
AAFS and the Midwestern Association of Forensic
Scientists (MAFS). Although not board certified, she
had testified approximately 190 times in local, state,
and federal courts [20].

At the Habeas hearing, Adams presented testi-
mony from three handwriting experts: Allan Keown,
Vickie Willard, and Pat Girouard. All three experts,
two of whom (Willard and Girouard) were Diplo-
mates of the Board of Forensic Document Examiners
(BFDE),d echoed essentially the same concerns about
the impropriety of comparing two sets of writings not
suitable for comparison, and [the State expert’s] bias
in overstating an inconclusive opinion and providing
disingenuous testimony. Each opined that [the State’s
expert] was allowed to offer improper opinions that
contravened the technical standards of handwriting
analysis, and that Adams’ defense attorney was not
familiar with those standards and wholly unprepared
to meaningfully challenge the admissibility of [her]
opinions or to impeach and discredit her testimony.
The two technical standards at issue were Amer-
ican Society for Testing and Materials (ASTM) stan-
dards, one establishing best practices for performing
handwriting examinations and the other defining the
standard terminology used by forensic document

examiners in expressing conclusions. Willard pointed
out that as an active member of ASTM Subcom-
mittee E30.02 on Questioned Documents, [the State’s
expert] had actually participated in writing and devel-
oping the two ASTM standards at issue [21].

The technical deficiencies of the handwriting opin-
ions and biased nature of the trial testimony presented
by [the State’s expert] are specifically described in the
following sections.

Incomparability of Writing Features: the Signif-
icance of the Questioned Hand Printing Being
Unnatural Stick Printing and the Exemplars Being
Natural Printing. [The State’s expert] testified that
the enclosure card found at the crime scene was
“written in unnatural stick printing . . . as a means
of disguise.” Both Sam Adams’ exemplars and Sgt.
Fisher’s exemplars were admittedly written in natural
printing, and [the State’s expert] made no request
to obtain additional exemplar writing from either
subject.

In comparing questioned writing consisting of
unnatural stick printing with exemplars comprising
only natural printing, [the State’s expert] departed
from the standard methodology and recognized best
practices set forth in ASTM Standard E2290-03,
Standard Guide for Examination of Handwritten Items
(ASTM Standard E2290), which provided as follows:

§ 7.6.1: If [the questioned writing] is not natural
writing, or . . . the available questioned writing is
not suitable for comparison, discontinue these
procedures and report accordingly.
§ 7.9.1: If [the known writing] is not natural
writing, or . . . the available questioned writing is
not suitable for comparison, discontinue these
procedures and report accordingly.
§ 7.11.1: If the bodies of writing are not compa-
rable, discontinue comparison and request compa-
rable known writing, if appropriate. [22]

Distorting an Inconclusive Opinion in a Manner
That Favors a Particular Outcome. [The
expert’s] conclusion as to whether Sam Adams
wrote the unnatural stick printing on the enclosure
card (marked at trial as “Exhibit 4”) was stated to be
“inconclusive”, as indicated by the following excerpt
from the official transcript of her direct testimony:

Q: When you did your comparison of Exhibit 4 to
the items related to Sam Adams’ handwriting, what
was your conclusion from the comparison?
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A: My conclusion was that I was inconclusive.
There were both similarities to Mr. Adams’ writing,
as well as characteristics that were not found in
the sample that I had of this writer. So based on
the combination of what I had and what I did not
have, I determined that with what was submitted
that, actually, a conclusion could not be rendered
in one direction or another. (Emphasis added) [23]

ASTM Standard E1658-96, Standard Terminology
for Expressing Conclusions of Forensic Document
Examiners (ASTM Standard E1658), recommends
and defines several terms that forensic document
examiners should use to express the level of confi-
dence associated with their opinion(s); it provides a
standardized framework for understanding the true
meaning of the level of confidence associated with
an opinion or conclusion expressed by a forensic
document examiner. As defined in ASTM Standard
E1658, the terms inconclusive and indeterminable
are synonymous and represent “the zero point of the
confidence scale”; these terms are “used when there
are significant limiting factors, such as disguise in
the questioned and/or known writing or a lack of
comparable writing, and the examiner does not have
a leaning one way or the other.” [24]

Once [the State’s expert] expressed an inconclusive
opinion as to whether Sam Adams wrote the card
and testified that no conclusion could be reached
one way or the other, the only proper and accurate
statement that she could make was that Sam Adams
“cannot be eliminated or identified as the writer”.
However, [she] chose to embellish her testimony
with an inaccurate and misleading statement designed
to favor a particular outcome, as reflected in the
following exchange during her direct testimony:

Q: Ms. [name omitted], you’re not saying that Sam
did not write this card?
A: No. You cannot eliminate him as a writer, no.
Q: But you’re not saying that he did?
A: Neither can you identify him positively as the
writer, no. (Emphasis added) [25]

[The expert’s] “gratuitous” inclusion of the word
“positively” in testifying that Sam Adams cannot
be eliminated or positively identified as the writer
clearly manifested bias in favor of the prosecution.
This overstatement was highly prejudicial to the
defendant because it wrongfully implied a “near-
match”, i.e., that the defendant can be identified

as the writer, but just not positively. This form of
disingenuous testimony is not uncommon in criminal
cases involving prosecution handwriting experts who
appear to be unduly influenced or motivated to testify
in a manner that suggests support for the inculpatory
hypothesis even when the evidence itself favors
neither the inculpatory nor exculpatory hypothesis.

Misinterpreting Evidence or Providing Exagger-
ated Testimony in Order to Support a Favored
Outcome. The defense maintained that Adams did
not write the card, and suggested that Officer Fisher
fabricated it as evidence against Adams [26]. The
following excerpt of [the expert’s] trial testimony
concerns the results of her examination and compar-
ison of the unnatural stick printing on the enclosure
card with the naturally written hand printing exem-
plars of Officer Fisher:

Q: What was your conclusion from the compar-
ison of Officer Fisher’s known handwriting to the
questioned document?
A: My conclusion was that it was highly probable
that he was not the writer of the questioned
material. (Emphasis added) [27]

ASTM Standard E1658, supra, defines “highly
probable” as meaning that “the evidence is very
persuasive” and “the examiner is virtually certain”
of the conclusion (opinion) expressed [28]. Hence,
[the State’s expert] concluded that Officer Fisher
could be eliminated with virtual certainty as the
writer of the unnatural stick printing appearing on
the enclosure card.

As noted earlier, no conclusion could be rendered
in one direction or another regarding authorship of
the questioned writing because the unnatural stick
printing appearing on the card was not suitable
for comparison with the naturally written exem-
plars available for both Adams and Officer Fisher.
Accordingly, an inconclusive opinion was warranted
with respect to whether Officer Fisher wrote the
enclosure card for the same reason the State’s
handwriting expert reached an inconclusive opinion
with respect to whether defendant Adams wrote the
card – unnatural stick printing cannot be compared
to natural printing.

The only way Officer Fisher could have properly
been eliminated as the writer of the enclosure card
was by evidence showing that his writing skills were
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so impaired as to have made it impossible for him
to produce the unnatural stick printing at issue. Such
evidence being absent, the inclination on the part of
the prosecution’s handwriting expert to disassociate
the disguised hand printing on the enclosure card
from the natural hand printing of Officer Fisher
clearly reflects a biased conclusion derived from
an illogical interpretation of evidence, presumably
resulting from the prosecution expert’s adoption of an
adversarial role in which the outcome-oriented goal
trumped the truth-seeking goal.

Proposed Solutions for Minimizing
Examiner Bias in Handwriting
Investigations

Forensic document examiners and others in the
forensic science community have historically
dismissed cognitive bias as a factor contributing
to examiner errors in casework, insisting that such
errors are caused by incompetence or dishonesty
rather than domain-irrelevant contextual or motiva-
tional influences. Consequently, there has been a
long-standing reluctance on the part of the forensic
community at large to acknowledge the need to
develop internal procedures and strategies designed
to minimize the likelihood of having the objectivity
of forensic decision making compromised by poten-
tially biasing influences. However, there now exists
a substantial body of empirical research reported
in peer-reviewed scientific and legal journals and
presented at professional conferences that clearly
establishes the susceptibility of handwriting, finger-
print, and other pattern recognition experts to having
the results of their examinations and comparisons
cognitively contaminated and unduly influenced
by domain-irrelevant contextual information and
motivational bias [13, 28–55]. With more and more
stakeholders recognizing and understanding the
insidious manner in which cognitive contaminants
can be toxic to one’s neutrality, proposals and
recommendations for minimizing examiner bias are
now receiving considerably more attention within the
forensic science, legal, and academic communities,
as reflected in some of the more recent peer-reviewed
publications and presentations addressing this topic
[29, 30, 35–44, 47, 50–53].

In the case of forensic handwriting investiga-
tions, almost all of the procedures and strategies

that can be used to minimize examiner bias involve
either implementing examiner debiasing techniques
or restructuring institutional context management and
evidence testing protocols, as briefly summarized in
the following sections.

Debiasing Techniques for Examiners

Considering the “Oppositional Hypothesis” First.
As domain-irrelevant information invariably enters
the scene through the mouths of lawyers or clients
intent on convincing the handwriting expert of the
merits of their claim(s), healthy skepticism on the
part of the expert goes a long way toward ensuring
neutrality in the analysis and evaluation of hand-
writing evidence. In considering the oppositional
hypothesis first, an examiner approaches the inves-
tigation with the mindset of having been hired by the
adverse or oppositional party. In this way, the exam-
iner is forced to consider the least favored hypothesis
first and elaborate on the reasons for rejecting it. Only
then does the examiner consider the most favored
hypothesis.

Considering Alternative Possibilities and
Hypotheses (Playing the Role of “Devil’s
Advocate”). Considering all plausible alterna-
tive possibilities before deciding on a particular one
is essential to the integrity of any type of inves-
tigation. Promoting a “devil’s advocate” mindset
in which thinking “outside the box” is encouraged
should therefore be prioritized in the training and
continuing education of all forensic experts, as
contrarian and critical thinking skills are needed
in order to be able to both generate and properly
evaluate plausible alternative hypotheses. This is
particularly important in the case of handwriting, as
its physical appearance can be significantly affected
by a variety of environmental and motivational
factors (e.g., awkward writing position, the influence
of drug or alcohol intoxication/withdrawal, the
import of the document itself, and deliberate attempt
at disguise).

It has also been suggested that examiners should
not be allowed to summarily dismiss alternative
possibilities and hypotheses, and that any refuta-
tions should be accompanied by documentation that
describes in detail the reasons for rejecting each alter-
native possibility.
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Using the Fischhof Method to Compare Text-
based Writings That Appear Very Similar and
as a “Self-Review” of One’s Initial Observations.
The Fischhof Method of upside-down comparison
described earlier in this article can be used as a
possible safeguard against overlooking differences
in salient writing features whenever a handwriting
expert is confronted with two sets of text-based
writings that appear quite similar. This method of
comparison can also afford an examiner a “fresh new
look” at the evidence, enabling observations from the
initial analysis to be measured against observations
derived from inverted image comparisons of the
very same evidence. Optimally, such a self-conducted
review should take place at a time well after the initial
handwriting analysis so as to reduce the likelihood of
any “interference” produced by recall of observations
made during the initial analysis.

Institutional Context Management Protocols and
Procedures

Separating the Crime Laboratory or Evidence
Analysis Function from the Police and Prosecu-
torial Functions. The 2009 NAS Report recom-
mended separating the crime laboratory function from
any law enforcement department or agency, theo-
rizing that a truly autonomous crime laboratory would
mitigate, if not remove, the institutional pressures
placed on crime laboratory analysts to produce results
that favor the police or prosecution theory of the case,
and would foster a more neutral mindset that prior-
itizes the truth-seeking goal. Houck has outlined the
potential difficulties of this approach [39].

Using Sequential Unmasking Procedures and Case
Managers. Context management protocols involve
shielding the examiner from domain-irrelevant infor-
mation and employing “sequential unmasking” proce-
dures to control the order (sequence) in which
domain-relevant but potentially biasing information
is “unmasked” and disclosed to the examiner. Ideally,
the examiner is kept as blind as possible for as
long as possible, and remains unaware of domain-
irrelevant information until all examinations and tests
are completed.

Optimally, a case manager who is privy to all
the facts of the case is responsible for determining
what evidence to test and for evaluating and inter-
preting the test results in the context of the case, for

example, assessing whether the test results support
an inculpatory or exculpatory hypothesis. The case
manager should also possess, or have access to, rele-
vant subject matter expertise, as difficult decisions
may need to be made about what information is
domain relevant and when and how such information
should be obtained and disclosed to the examiner.

The strict protocol for sequential unmasking
requires that after looking at the questioned item(s)
and before looking at any exemplar(s), the examiner
must determine (and make a written record of) the
specific distinguishing features that the examiner
would rely on in deciding whether to associate
or disassociate the questioned item(s) with the
exemplar(s). This procedural requirement is deemed
a necessary safeguard against target shifting, in
which knowledge about features contained in the
exemplar(s) influences the examiner’s interpretation
of the questioned item(s) and the examiner’s decision
about which features are relevant and irrelevant for
comparison purposes [13, 40, 43, 46, 47].

Although sequential unmasking procedures can be
implemented with relative ease, most, if not all,
forensic laboratories in the United States have not
done so for handwriting investigations. This may be
due to the fact that the method by which a hand-
writing expert selects the salient writing features
to be used for comparison purposes is subjective
and examiner-dependent, there being no standard-
ized best-practice protocol for how such feature
selection should be made, let alone documented.
However, the Document Examination Unit of the
Victoria Police Services Department in Australia
most recently embarked on a pilot study using
a modified version of the sequential unmasking
protocol for handwriting cases. The reader is referred
to Found and Ganas [38] for a detailed description
of the Australian protocol and how their sequential
unmasking procedures were modified so that only
the essential information required for performing the
requisite handwriting examinations and comparisons
is available to the examiner.

Using Exemplar (Evidence) Lineups and Blind
Evidence Submission Protocols. In investigations
seeking to determine whether a handwritten item can
be attributed to a particular source writer, the forensic
document examiner is often presented with the ques-
tioned item(s) and only the suspected (targeted)
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writer’s reference item(s), i.e., handwriting exem-
plars. Some commentators from the legal and scien-
tific communities have criticized the suggestiveness
inherent in such a procedure, arguing that exemplar
lineups should be used for handwriting identifications
and other types of evidential source attributions in
much the same way that photo lineups are used for
eyewitness identifications [13, 29, 40, 43, 46, 47].
As the same deficiencies that make a photo lineup
unduly suggestive make an exemplar lineup unduly
suggestive, both types of lineups require presenting
similar-looking “fillers” (“foils”) to the observer (the
handwriting expert or the eyewitness). Thus, in blind
exemplar lineups, the examiner would receive the
handwritten item(s) in question along with an array of
similar-looking handwriting exemplars from a group
of anonymous individuals, including the suspected
writer, and the examiner would receive no informa-
tion or cognitive cues that might unduly influence the
examiner to reach a particular outcome. To ensure
that the analyst receives no improper cues from the
person(s) tasked with submitting the evidence to be
analyzed, it has been suggested that exemplar lineups
be double blind, meaning that both the analyst and
the individual(s) submitting the evidence or arranging
the exemplar lineup(s) not know the identity of the
suspect or the preferred outcome [13, 29].

In theory, every forensic pattern recognition disci-
pline that requires comparisons between unknown
(questioned) items and known reference items
(exemplars) in order to determine the source of the
unknown item(s) can benefit from the use of exemplar
lineups, as the presence of a large number of “fillers”
resembling the questioned item would arguably
enhance the reliability of any ensuing identification
or source attribution. In practice, however, obtaining
handwriting “fillers” sufficiently similar to the ques-
tioned writing is far more difficult than obtaining
suitable “fillers” for photo lineups, and such exem-
plar lineups may be of little usefulness in instances
where the questioned writing displays several highly
distinctive, individualizing writing features. In addi-
tion, double-blind lineups would seem to be far more
feasible in handwriting investigations undertaken by
public sector or institutional forensic laboratories
where examiners can work with case managers
possessing discipline-specific (handwriting) expertise
and “blind” evidence lineup administrators than
by private sector examiners who work as solo
practitioners and receive their casework assignments

directly from lawyers or clients, oftentimes accom-
panied by cues that indicate the desired outcome.

The use of single-blind exemplar lineups in hand-
writing cases is not a new development. For example,
in investigating the source of anonymous hand-
written letters emanating from a limited population
of possible writers, experienced forensic document
examiners routinely insist on using exemplar lineups
and being kept blinded to which of the exemplars
belongs to the suspected writer until such time as
the examiner has completed all examinations and
reached a decision.e However, the usefulness of such
lineups varies inversely with the distinctiveness of
the handwriting features observed in the questioned
writing(s); that is, the more distinctive the writing
features in the questioned item, the more difficult it
will be to find similar-looking “fillers,” and hence,
the less useful the “fillers” will be.

Single-blind exemplar lineups pose a real test that a
handwriting expert can conspicuously fail, for even if
the expert has been exposed to biasing influences, the
expert would still not know which of the exemplars
actually came from the suspected writer. The double-
blind exemplar lineup method offers the kind of
proficiency testing that can produce objective, mean-
ingful data regarding individual examiner error rates,
which may account for continued resistance within
the relevant community to the use of such evidence
lineups.

Conclusion

Empirical research and case reviews establish that
contextual and motivational biases influence the
decisions, opinions, and testimony of handwriting
experts. These biasing influences consciously or
unconsciously lead to errors, which account for
the NAS Report’s recommendation that standard
operating procedures be implemented to minimize, to
the greatest extent reasonably possible, potential bias
and sources of human error in forensic practice [56].
Forensic document examiners must focus attention on
how best to deal with the problem of cognitive bias
and its impact on handwriting expertise. In order for
this to happen, they need to be convinced that cogni-
tive bias cannot be eliminated by sheer willpower.

Experts are human, and as such, they will remain
susceptible to having the results of their examinations
and comparisons influenced by domain-irrelevant
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contextual information and motivational forces.
Changes in evidence examination procedures are
necessary to ensure that examiners are shielded from
extraneous cognitive contaminants. More research
efforts in the emerging field of cognitive forensics
are needed to study the effect of potentially biasing
influences on forensic judgments about evidence and
ways to reduce or eliminate some of those influences.

End Notes

a.The flexibility of the human cognitive system
permits us to “tune” ourselves to perceive some
things and ignore other things, usually so automat-
ically and seamlessly that we rarely realize we are
doing it. This tuning process results in “selective
attention” to information. See Ref 13, infra, at 15.
b.Fischhof, whose forensic document laboratory was
located in Budapest Hungary, was one of a handful
of handwriting experts consulted in connection with
France’s infamous Dreyfus Affair and earned his
reputation when he opined that Alfred Dreyfus did
not write the memorandum (“bordereaux”) that was
wrongfully attributed to him by several biased pros-
ecution handwriting experts, some of questionable
credentials. The Dreyfus Affair in 19th century
France was one of the most notorious cases involving
biased opinions offered by handwriting experts. The
case revolved around a handwritten memorandum
(the infamous bordereaux) containing details of
France’s secret military plans and weaponry that
was delivered to an agent of the German govern-
ment. Amidst a national and political climate of anti-
German and anti-Jewish sentiment, Captain Alfred
Dreyfus, the French army’s only Jewish officer, was
charged with treason and convicted in a sham trial
involving flawed and biased testimony on the part of
experts claiming handwriting expertise. The wrongful
conviction and exile of Dreyfus to Devil’s Island
drew worldwide attention and outrage, prompting
Emile Zola, France’s most respected writer, to pen
his famous expose, J’Accuse. Postconviction inves-
tigations revealed that the “bordereaux” was written
by Major Ferdinand Esterhazy, the son of a French
General who was an illegitimate member of the aris-
tocratic Esterhazy family of Hungary.
c.After winning his court-ordered release from the
South Dakota State Penitentiary, Sam Adams was
never retried by the State.

d.See http://www.bfde.org. The BFDE was the first
forensic document examiners certification board to be
accredited by The Forensic Specialties Accreditation
Board (FSAB), which accredits forensic specialty
boards in the United States that certify practitioners
(specialists) in various forensic disciplines. Only
one other forensic document examiners’ certification
board has been accredited since, the ABFDE.
e.The failure to use exemplar lineups may also
have contributed to the erroneous handwriting opin-
ions offered in France’s infamous Dreyfus Affair,
discussed supra at note 12. Nearly a century later,
France is once again confronted with the exemplar
lineup issue in a murder case known as the “Gregory
Affair”. The case involves the October 1984 kidnap-
ping of 4-year-old Gregory Villemin and a series
of anonymous handwritten poison-pen letters that
were sent to the family. After the boy’s body was
discovered, a witness incriminated an uncle, who was
indicted after a handwriting expert identified him as
the author of the anonymous notes. The witness later
recanted, but not before Gregory’s father killed the
uncle to avenge his son’s murder. In a subsequent
blind exemplar lineup procedure in which hand-
writing exemplars from all members of the family
were examined and compared to the anonymous notes
by a second expert, Gregory’s mother, Christine, was
identified as the author, and she was indicted. Chris-
tine served almost 8 years in prison for Gregory’s
murder before being cleared on appeal. See Bernstein,
All of France is asking: Who killed petit Gregory?,
N.Y. Times, July 16, 1985; and International Herald
Tribune, July 18, 1985, at 2, col.3. In 2008, an appel-
late court ordered the case to be reopened in the
hope that new advances in forensic science can shed
light on DNA evidence. France still awaits the final
chapter of this unsolved murder mystery that has seen
two defendants indicted for the same murder on the
basis of being identified by two different handwriting
experts as the sole author of the anonymous notes.
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missioner of the Westchester County Department of Public Safety, Charging Party, 

-against- Police Officer WILLIAM P. SHAUGHNESSY, Charged Party 
 

[NO NUMBER IN ORIGINAL] 
 

WESTCHESTER COUNTY DEPARTMENT OF PUBLIC SAFETY 
 

1983 Extra LEXIS 3 
 

November 18, 1983, Decided 
 
 [*1]  JOHN D. RYAN, Hearing Officer. 
 
JOHN D. RYAN 
 

REPORT AND RECOMMENDATION OF HEARING OFFICER 

Pursuant to Resolution # 5-1982 dated September 29, 1982, and the accompanying letter dated November 24, 1932, 
the above entitled proceeding was referred to the undersigned for the purpose of conducting a Hearing upon Depart-
mental Disciplinary Charges preferred against Police Officer William P. Shaughnessy, by Daniel P. Guido, as Commis-
sioner of the Westchester County Department of Public Safety. The Hearing Officer was directed to cause stenographic 
transcripts of the testimony to be taken and after review and analysis thereof to transmit a Report for review and deci-
sion by the Commissioner and Members of the Police Advisory Board. 

The undersigned, in accordance with such authority and directive, did conduct Public Hearings in said matter and 
submits the following Report and Recommendation. 

APPEARANCES AT HEARING 

The parties appeared by counsel at each stage of the proceedings. 
 

  
Charging Party: (hereinafter County) Samuel S. Yasgur, Esq., County Attorney (by Antoinette 
McCarthy, Esq., Assistant County Attorney). 
  
Charged Party: (hereinafter Respondent) Grae & Rose (by Arthur [*2]  Grae, Esq.). 
  
Stenographers: Ms. Tammey M. Pastor 
  
Ms. Donna DeSerio 
  
Ms. Amy E. Sikora 

 
SUMMARY OF PLEADINGS 

     
Nature of Pleading Date Submitted by 
Charges & Specifications 9/30/82 County 
   (# 1-3)     
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SUMMARY OF PLEADINGS 
     
Nature of Pleading Date Submitted by 
     
Answer, Demand for Bill of 10/1/82 Respondent 
Particulars, Demand for     
Discovery     
     
Demand for Designation of 10/1/82 Respondent 
Hearing Officer, Demand     
for Speedy Hearing     
     
Bill of Particulars & 10/7/82 County 
Discovery     
     
Omnibus Motion 10/13/82 Respondent 
     
Charges & Specifications 12/9/82 County 
   (# 4)     
     
Answer, Affirmative Defenses, 12/10/82 Respondent 
Demand for Bill of Particulars,     
Demand for Discovery     
     
Bill of Particulars & 12/16/82 County 
Discovery     
     
Affirmation in Opposition 12/20/82 County 
to Omnibus Motion     
     
Memorandum of Law 12/21/82 County 
 (Supporting Admissibility     
 of Polygraph Evidence)     
     
Memorandum of Law 12/21/82 Respondent 
 (In Opposition to Polygraph     
 Evidence)     

SUMMARY OF CHARGES 

Respondent was charged with four (4) specifications of misconduct in two (2) sets of charges dated September 30, 
1982, and December 9, 1982. In essence, it was alleged that Respondent with the intent to defraud, harass, annoy, and 
alarm others, falsely and fraudulently [*3]  completed approximately ten (10) mail subscription forms for various 
magazines and book clubs. The said forms, it was alleged, were completed in the names of Stephen Fischer and James 
Fleming (two of Respondent's superior officers), as well as one Josie Fleming (Mr. Fleming's spouse). 

It was further alleged that Respondent was part of a conspiracy, the actions of which resulted in the completion of 
approximately two hundred (200) such mail subscription forms. As a result, hundreds of books, magazines and similar 
items were sent to the above-mentioned individuals as well as one John Castle, another police officer. Far more serious 
was the allegation that the conspirators (one of which Shaughnessy was alleged to be) cut the lug-nuts on Fleming's 
personal automobile, which resulted in the wheels falling off the automobile. 

The activities indicated were alleged to have persisted throughout the year of 1981 (i.e., between February and De-
cember), and were apparently in retribution for the involvement of the targets in the so-called "cooping investigation". 

STATEMENT OF APPLICABLE LAW 
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The procedures concerning a Disciplinary Proceeding of this type are set forth in Section 75 Civil [*4]  Service 
Law. 

All procedures followed herein have been taken in accordance with the mandate and requirements of said Law. 

It is further to be noted that this proceeding, being in the nature of an Administrative Hearing, "the burden of prov-
ing misconduct shall be upon the person alleging the same". 

The sanctions that may be imposed are solely within the province of the Commissioner (Charging Party) upon a 
"guilty" finding after a Hearing, as set forth in Section 75 # 3, Civil Service Law. 

The "burden of proof" in Disciplinary Proceedings must be established by substantial evidence - which is such 
relevant, credible, probative and logical evidence that persuades a fair and detached finder of the fact to reach his con-
clusions based upon consideration of the entire Record. In this respect it differs from the usual rule in civil actions 
which requires "proof by a preponderance of the credible evidence" (For principle involved; see: Gramatan Avenue 
Associates v. State Division of Human Rights, 45 N.Y. 2d 176, 
  
Pell v. Board of Education, 34 N.Y. 2d 222. 

In Displinary Proceedings, the charges must not be based on frivolous, vague [*5]  or trivial matters, nor on whim, 
caprice or subterfuge. They generally pertain to matters, actions and procedures of an employee indicating neglect of 
duty; inadequate performance or failure to comply with rules and regulations governing the employment. 
 

  
(People ex rel Van Tine v. Purdy, 221 N.Y. 396 
People ex rel Long v. Whitney, 143 App. Div. 17 
127 Supp. 554 
  
Griffin v. Thompson, 202 N.Y. 104 
Mc Millan v. Morganthau, 146 Misc. 588 
263 Supp. 568). 

The Hearing Officer, having observed and heard the various witnesses, is in a better position to evaluate their tes-
timony and weigh the credibility, relevancy, and sufficiency thereof. Where a conflict in the evidence exists, the Hear-
ing Officer may accept that version of the testimony offered, supporting his findings. 
 

  
(Goddeau v. Levitt, 56 App. Div. 2d 681, 391 Supp. 2d 745. 
  
Nolan v. Comptroller, 59 App. Div. 2d 799, 398 Supp. 2d 771). 

HEARING DATES 

Public Hearings were held before me with respect to these charges on: 
 

  
December 21,  [*6]  1982 
January 26, 1983 
February 11, 1983 
February 14, 1983 
February 24, 1983 
February 25, 1983 
March 30, 1983 
April 22, 1983 
May 16, 1983 
June 30, 1983 
July 6, 1983 
July 11, 1983 
July 13, 1983 
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July 21, 1983 

A certified stenographic transcript of each Hearing date, consisting of a total of sixteen hundred eight (1608) pages, 
is forwarded with this report. Due to the extraordinary length of the transcript, reference will be made throughout this 
report to the particular page in the transcript in which testimony was received. This procedure will assist the reader in 
locating a particular point of interest. 

EXHIBIT SUMMARY 

There were two hundred thirty-seven (237) exhibits and sub-exhibits marked by the parties in this particular hear-
ing. Of that total two hundred Twelve (212) exhibits and sub-exhibits were received in evidence. There were an addi-
tional two (2) exhibits marked and received by the hearing officer. 

One hundred sixty (160) exhibits and sub-exhibits were marked by the County. Of these, one hundred fifty-eight 
(158) were received in evidence, with two (2) marked for identification only. The Respondent marked seventy-seven 
(77) exhibits and sub-exhibits. Of these, fifty-four [*7]  (54) were received in evidence and twenty-three (23) were 
marked for identification purposes only. 

A complete exhibit and sub-exhibit list with respect to each party is annexed hereto and made a part of this report. 

The key exhibits are as follows: 
Item Number 

10 Fraudulent mail County 19-28 
subscription forms   
   
Handwriting exemplars of   
Respondent County 29-47 
   
Polygraph Chart by County's   
expert County 53 
   
Reports of County's handwriting   
expert County 55-56 & 68 
   
Enlargement by County's   
handwriting expert County 57 
   
Additional exemplars of   
Respondent re: Fleming & Castle Respondent R-S 
   
Polygraph charts by Respondent's   
expert Respondent I-L 
   
Enlargements by Respondent's   
handwriting expert Respondent U-W 
    Y-Z 
    AA-II 

Witness List 
     

By the County 
     

Name Topic Date of Testimony 
Lt. Stephen Fischer a victim of 1/26/83 
 harassment   
     
Lt. James Fleming a victim of 2/14/83 
 harassment 2/25/83 
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Item Number 
Andrew B. Heberer polygraph expert 2/11/83 
  2/24/83 
     
Carl J. Raichle handwriting expert 6/30/83 
  7/6/83 
  7/11/83 
     

By the Respondent 
     
Dr. Barry Kaufman polygraph expert 5/16/83 
     
Terry A. Loftus postal inspector 7/11/83 
 who assisted in the   
 investigation   
     
Andrew Sulner handwriting expert 7/13/83 
  7/21/83 
     
P.O. Garrett Morrison a reluctant witness 7/13/83 
 suspected to be one   
 of the responsible   
 parties   
     
P.O. William P. Shaughnessy Respondent 7/21/83 

 [*8]  

SUMMARY OF TESTIMONY 
  
Lt. Stephen Fischer - witness for the County, testified substantially as follows: 

He has been a police officer with the Westchester County Department of Public Safety for twenty (20) years. He 
has been a lieutenant for approximately twelve (12) years and is currently assigned as a desk officer at police headquar-
ters in Hawthorne. In January, 1980, Lt. Fischer was placed in charge of internal affairs and served in that capacity until 
January, 1981. At that time, the theretofore clandestine investigation of police officers sleeping on the job (so-called 
"cooping investigation") became a matter of public knowledge. Although Fischer was not involved in this investigation, 
the apparent belief of his involvement due to his position in internal affairs led to his receiving unsolicited mailings in 
the nature of newspapers, magazines and books. Lt. Fischer began receiving these items in February, 1981, at his home, 
former office, as well as the Hawthorne headquarters. He received approximately ninety-five (95) unsolicited mailings 
throughout the course of the year. As each unsolicited item was received, it was turned over to the then Sargeant (now 
Lieutenant)  [*9]  James Fleming, the officer in charge of cancellation. 

Lieutenant Fischer was shown eight (8) mail subscription order forms (Co. Ex. 19-26) which Shaughnessy was al-
leged to have authored. Fischer also testified that he did not sign or give anyone else permission or authority to sign 
those particular order forms. 

Fischer further testified that his initial reaction of annoyance evolved into a deep concern over possible damage to 
his credit rating. He also stated that in December, 1981, his personal mail had been re-directed to the State of Alaska for 
approximately three (3) weeks. Understandably, his reaction was intense annoyance. 

Lieutenant Fischer has known the Respondent officer for approximately ten (10) years. Respondent had been as-
signed to Fischer's platoon on a number of occasions. Lieutenant Fischer evaluated the Respondent (p.161) as an above 
average, good worker who has never been the subject of a civilian complaint. He further stated that Shaughnessy got 
along well with his co-workers and was not the type of officer who needed constant supervision. Although Respondent 
has been the recipient of constructive criticism by Lieutenant Fischer, he received it well. Fischer believed [*10]  his 
relationship with Shaughnessy was a good one and without animosity (p.163, 173). 
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There was, however, one incident during the summer of 1980 in which Lieutenant Fischer was asked by Commis-
sioner Delaney to investigate a so-called "moonlighting" position held by Shaughnessy. This evening job had been ap-
proved by the then Deputy Commissioner Fulgenzi. Fischer testified that his investigation resulted in Shaughnessy be-
ing directed to terminate this position. Shaughessy fully cooperated with Fischer during this investigation and was upset 
over being forced to discontinue this employment. His animosity, however, was never directed at Fischer. 
  
Lt. James Fleming - witness for the County, testified substantially as follows: 

That for the past ten (10) years he has been employed as a police officer with the Westchester County Department 
of Public Safety and has been a Lieutenant since January 17, 1983. He is currently the commanding officer of the Inter-
nal Affairs Unit. 

In October, 1980, he was assigned to Staff Services and participated in the "cooping investigation" which resulted 
in charges being brought against twenty-two (22) officers. 

Apparently as a result, commencing in February,  [*11]  1981, he began receiving unsolicited mailings. He re-
ceived approximately seventy-eight (78) mailings at his home and office in his own name and in that of his wife. Lieu-
tenant Fleming further testified to an incident occurring on January 13, 1981 (p.326) in which he experienced a 
blow-out of his right front tire just prior to his entering onto the Taconic State Parkway. Thereafter, at the gas station, he 
noticed that none of his four tires would accept air and that four valve stems had been snapped. On April 3, 1981, while 
on the Taconic Parkway, he observed a snapping sound (p.328) from his left rear tire. He had to drive onto the grass to 
avoid an accident. The incident occurred because the lug-nuts on the vehicle had been cut. 

Fleming described his reaction throughout this long ordeal(p.329) as extreme annoyance, fear for his credit rating, 
fear for his personal safety and for that of his family. 

In the spring of 1981, while at the office of his personal attorney, Lieutenant Fleming had a conversation with the 
Respondent (who apparently was at this office on unrelated business). A conversation occurred between the two: 
(p.337) and Shaughnessy expressed an opinion that the mailings [*12]  would never stop. 

Lieutenant Fleming further testified with regard to his involvement in the cancellation of over two hundred (200) 
unsolicited mailings (p.340) as well as the procedure utilized with respect to forwarding evidence to the postal author-
ity's crime laboratory (p.346). 

On cross examination, Fleming indicated his awareness of a good deal of animosity (p.391) due to his involvement 
in the investigations. He was receiving the "silent treatment" (p.392) from many other officers. He indicated that he and 
the Respondent had been friendly in the past (p.401). They shared the same car pool to weapons school (p.440). He 
classified his relationship with Shaughnessy as a "working relationship", not a social one. (p.409). 

Lieutenant Fleming also testified that he has known postal inspector Loftus for approximately five (5) years 
(p.437). They have a friendly working relationship which in the past had been primarily concerned with stolen welfare 
checks. 

Fleming became aware of the indictment and plea of guilty of Police Officer Robert Duncan in this matter (p.442) 
and sent portions of Police Officer Garrett Morrison's personnel file containing handwriting to the County's handwriting 
[*13]  expert. However, (p.445), this handwriting was never compared to the questioned documents (mail subscription 
forms alleged authored by Shaughnessy) (Co. Ex 19-28). Fleming testified that he sent these examples of Morrison's 
writing because the Respondent had claimed that his writing and Morrison's were similar (p.446-7). The comparison 
between Morrison's writing and the questioned items was not done because Shaughnessy had already been identified as 
the author of those items (p.448). 
  
Andrew B. Heberer - witness for the County, County's polygraph expert, testified substantially as follows: 

Mr. Heberer's exposure to the polygraph began in 1961. While a police officer in Nassau County, he was assigned 
to the polygraph section. There he studied for ten (10) weeks under the supervision of two (2) other officers who six (6) 
months prior had completed a polygraph course. The said ten (10) week period was essentially on the job training dur-
ing which his administration at polygraph examinations was supervised by the two officers. Thereafter, he performed 
unsupervised tests for the Nassau County Police Department until 1971. In 1971, he became employed by Industrial 
Security Analsy, a [*14]  private corporation. He began private practice, initially with partners and in 1975 solo. Since 
1961, he has administered approximately twenty thousand (20,000) polygraph examinations. He has performed tests for 
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the Suffolk County District Attorney's Office, The Legal Aid Society, The United States Navy and Air Force. On three 
(3) occasions he has testified in court with respect to polygraph examinations he conducted. Although he is a member of 
the New York State Polygraph Association and The Police Polygraph Association (p.214), no qualifying examination is 
required for either association (p.278). 

Mr. Heberer testified that on September 8, 1982, he conducted a polygraph examination of the Respondent. The 
particular machine utilized was known as a Stoelting Deceptograph (p.221) and the particular technique employed was 
known as the "known lie technique" (p.263). Basically, with this technique, the subject is asked a short series of irrele-
vant, relevant and control questions (Co. Ex 52). 

The control questions are the so-called "known lies". The machine produces a chart called a polygram (p.231 Co. 
Ex. 53). The machine measured breathing (pneumo), blood pressure, heart beat (cardio),  [*15]  and galvanic skin 
responses (GSR) (p.221). Mr. Heberer described the interpretation of the polygram as a visiual comparison of the reac-
tions indicated on the polygram. If a subject shows more reaction to a control question (i.e., known lie), than a relevant 
questions, he is being truthful. If he shows more reaction to a relevant questions than a control, he is practicing decep-
tion. 

Mr. Heberer compared the reactions of the Respondent with regard to the relevant and control questions and was of 
the opinion that deception was shown on the polygram with respect to Shaughnessy's responses to relevant questions 
(p.604). He explained that the test cannot state that the Respondent actually completed and/or mailed the subscription 
forms in question, but can state, by analysis, that deception was shown (p.631). 
  
Carl J. Raichle - witness for the County, County's handwriting expert, testified substantially as follows: 

Mr. Raichle is a document analyst employed by the U.S. Postal Service Crime Laboratory in New York City 
(p.859). He was a police office for fifteen (15) years, was assigned to the New York City crime laboratory in 1973, and 
has been with the Postal Service since 1977.  [*16]  He has received a B.S. in Police Science from the John Jay Col-
lege of Criminal Justice. Mr. Raichle was given intensive training by experienced document examiners while at the New 
York City Crime lab. He also attended F.B.I. Special Scientific Training School in Virginia. Raichle is a member of 
numerous forensic science organizations and has been certified by the American Board of Forensic Document Examin-
ers. Furthermore, he has testified in federal and state courts throughout the northeastern portion of the United States, and 
has been qualified in court as an expert approximately thirty (30) times. 

In December, 1981, he examined the questioned documents (Co. Ex. 19-28), and compared those to samples of the 
Respondent's handwriting consisting of Shaughnessy's memo book and personnel folder (Co. Ex. 46-47) (see p.870). He 
initially concluded that Respondent "probably wrote" exhibits 19-24 and 26. Mr. Raichle further concluded that "it was 
conceivable that Shaughnessy wrote 25, 27 and 28 (p.873). These findings were made part of Raichle's initial report on 
this case dated February 8, 1982 (Co. Ex. 55). Thereafter, Respondent requested and received certain handwriting ex-
emplars of [*17]  Shaughnessy which were taken on March 19, 1982 (Co. Ex. 29-45). The questioned documents, 
memo book, and personnel folder were re-submitted to Mr. Raichle along with the new exemplars. As a result of the 
availability of additional samples of Respondent's handwriting (p.885), Raichle was now able to render an opinion that 
Shaughnessy was the author of each of the questioned documents, and issued a report (Co. Ex. 56) to that effect dated 
June 10, 1982, (p.887). 

In addition, on May 9, 1983, additional unsolicited mail subscription forms (Co. Ex. 58-65, 69 and 70) were pre-
sented to Raichle for his analysis. While authorship of these particular questioned documents did not constitute part of 
the original charges against Shaughnessy (specifications 1-3), they were admitted on the issue of conspiracy (p.909) and 
were ruled admissible on two (2) theories (p.919). 

Mr. Raichle concluded, after an examination of these items, that at least four (4) other authors were involved in the 
drafting of those particular documents, and that Shaughnessy wrote exhibits 60 (p.934), 69 (p.947) 70C, 70D, and 70E 
(p.948). These were, in other words, unsolicited mail subscription forms additional to the original [*18]  ten (10) 
charged (i.e., Ex. 19-28). Mr. Raichle then rendered a report (Co. Ex. 68) to that effect, dated June 21, 1983. 
  
Terry A. Loftus - called as a witness for Respondent, appeared under subpoena, and testified as follows: 

He has been a postal inspector for twelve (12) years and investigates crimes involving the mails (p.1089). On 
March 19, 1982, he met with the Respondent at the Westchester County District Attorney's Office for the purpose of 
taking handwriting exemplars (p.1090) to assist Mr. Raichle in his analysis. He directed Shaughnessy to write out cer-
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tain names, addresses, zip codes, and to complete sample mail subscription forms. However, he did not direct Shaugh-
nessy as to the proper spelling of any names (p.1093). These sample mail subscription forms were completed in the 
names of Stephen Fischer, James Fleming, Josie Fleming and John Castle. These constituted all the handwriting exem-
plars of Shaughnessy. 

The exemplars signed in the name of Fischer were submitted to Mr. Raichle to assist in his analysis. The exemplars 
of Respondent signed in the name "Fleming" (Respondent Ex. R) and in the name of "Castle" (Respondent Ex. S), were 
never sent by Loftus to Mr.  [*19]  Raichle for his analysis, but were kept in Loftus' file until just prior to his testi-
mony (p.1094, 1096, 1099). 

Loftus insisted that he never made a visual comparison (p.1000) between the "Fleming" and "Castle" series of ex-
emplars (Respondent Ex. R-S), and the questioned documents (Co. Ex. 19-28); not did he make a comparison between 
the exemplars submitted to Mr. Raichle (Co. Ex. 29-45) and the other exemplars. He indicated that his failure to submit 
the "Fleming" and "Castle" series of exemplars was due to the fact that the Respondent was not a primary target on 
Fleming (p.1110); he was a suspect only on Fischer. (note- Shaughnessy was initially charged with writing two (2) 
questioned documents in the name Fleming - Co. Ex. 27-28). Loftus went on to add that he did not deliberately with-
hold evidence (p.1113). He maintained this position even though he later saw a report by Raichle naming Shaughnessy 
as the writer of two (2) items in the name Fleming (p.1116). Furthermore, while he later submitted items to the lab in 
the name of Castle and Fleming (p.1129) it never crossed his mind to send the exemplars of Shaughnessy taken in the 
names "Castle" and "Fleming" to the lab (p.1122). 
 [*20]    
P.O. Garrett T. Morrison - called as a witness for Respondent, appeared under subpoena, and testified substantially as 
follows: 

That he is employed by the Westchester County Police, and has been so employed for ten (10) years. (p.1390). In 
1981-82 he was assigned to the communications room in headquarters and in such position held access to the records 
and reports of various police officers (p.1390). He was shown each of the original questioned documents (Co. Ex. 
19-28) and denied authorship of each (p.1391). 

He was then offered the opportunity by Respondent's attorney to give handwriting exemplars, and expressed a de-
sire to speak to his attorney before doing so (p.1393). Morrison later appeared (p.1342) by counsel, exercised his rights 
pursuant to the Fifth Amendment to the United States Constitution and refused to give exemplars without a court order. 
  
Dr. Barry Kaufman - called as a witness for Respondent Respondent's polygraph expert, testified substantially as fol-
lows: 

That he is the executive vice-president of Fargo Overland Corp., New York City, is in charge of their polygraph 
department and is its chief examiner (p.677). Fargo is involved in the business of security [*21]  investigation and lie 
detection. Kaufman has a B.A. in political science from CUNY, an M.A. in Criminal Justice from C.W. Post, and a PhD 
in public administration from the City University of Los Angelas. He is a graduate of the Backster School of Lie Detec-
tion, San Diego (p.678), the Dektor School of Lie Detection and Counter Intelligence Savannah, and the F.B.I. Criminal 
Investigations School. He is a certified and licensed (in Vermont) polygraph examiner (p.680). Dr. Kaufman has con-
ducted over ten thousand (10,000) polygraph examinations (p.723). He established the truth verification program and 
taught as an assistant professor at the New York Institute of Technology, Old Westbury (p.681). Dr. Kaufman is the 
author of various articles(p.682) and has testified several times in court (p.683). He described the polygraph machine 
(p.683), what it measures (p.684), as well as the numerical scoring technique employed by his firm (p.684). 

On February 8, 1983, he conducted a pre-test interview of the Respondent (p.686), formulated a set of appropriate 
questions (Respondent Ex. O) (p.693), and conducted polygraph examinations of the Respondent. These examinations 
resulted in polygrams (Respondent [*22]  Ex. I, J, K, L) which were then interpreted by Dr. Kaufman. Kaufman was of 
the opinion that Shaughnessy testified truthfully when he denied knowledge of, or involvement in, an accident concern-
ing Lt. Fleming's automobile. Furthermore, with respect to Shaughnessy's involvement in authoring or sending the 
questioned documents, Kaufman's opinion was that the Respondent was testifying truthfully when he denied any in-
volvement (p.759). 

Dr. Kaufman described the proper calibration (p.699) of the machine, the significance of formulating the questions 
properly (p.724), as well as the procedure which should be utilized in the proper administration of a polygraph examina-
tion. He described the test given to Respondent as a"direct involvement" test, the most precise available (p.737). Dr. 
Kaufman also extensively criticized the procedures utilized by Mr. Heberer in his administration of his polygraph ex-
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amination to the Respondent. He categorized this test as completely invalid (p.785-7), and indicated his belief that Mr. 
Heberer's machine was not working properly (p.798). 
  
Andrew Sulner - called as a witness for Respondent, Respondent's handwriting expert, testified substantially as follows:  
[*23]  

That he is a forensic document examiner (p.1224) with offices in New York City. He has received a B.A. from 
Queens College, J.D., from the National Law Center, George Washington University, as well as an M.A. in forensic 
science from the same university. He was the first person in the United States to have received his J.D. and M.A. (in 
forensic science) concurrently. Mr. Sulner is the partner and son of Hanna Sulner who is apparently a world renouned 
and heavily published document examiner. He has been a forensic document examiner for sixteen (16) years. His firm 
has been retained by most of the major law firms in New York City (p.1231), and he has worked together on cases with 
such legal notables as Edward Bennett Williams (p.1238). Mr. Sulner's firm has also been employed by the various Dis-
trict Attorneys' offices in the area, the United States Attorneys Office, Treasury Department, United Nations, Office of 
Court Administration (New York), the Attorney General's Office (New York) and the American Broadcasting Company 
(p.1232). He is a member of numerous bar and forensic science associations (p.1242), and has lectured widely through-
out the United States (p.1229). 

Mr. Sulner was [*24]  initially contacted by Respondent's attorney in October, 1982, and was asked to examine 
the questioned documents (Cp. Ex. 19-28), conduct an analysis and render an opinion as to whether there was any evi-
dence to suggest Shaughnessy wrote these items (p.1250). He discussed the distinctions between "natural variations" 
and "divergent characteristics" (p.1256). He demonstrated the principle that similarity does not mean identity (p.1261), 
and that identification is based upon the formation of unconscious writing habits unique to each particular author. Mr. 
Sulner discussed and demonstrated numerous dissimilarities between the questioned documents and the writing of 
Shaughnessy (See analysis section of this report for a detailed review). He prepared numerous charts and exhibits (Re-
spondent Ex. U through II) to assist his presentation. 

Mr. Sulner's opinion was that there was absolutely no evidence that Shaughnessy wrote any of the questioned 
documents (p.1254). He further stated there was absolutely no evidence to suggest Shaughnessy wrote any of the un-
charged mail subscription forms, authorship of which was attributed to him by Mr. Raichle (i.e., Co. Ex. 60, 69M, 70C, 
70D, 70E [*25]  - admitted as proof of specification # 4, conspiracy). Mr. Sulner testified that County exhibits 61-64 
were written by P.O. Robert Duncan (Duncan has been criminally convicted for his involvement), and that two (2) of 
the questioned documents (Co. Ex. 27-28) appear to have been written by Duncan (p.1374 and p.1382). He went on to 
indicate numerous significant, unconscious similarities between the remaining questioned documents (Co. Ex. 19-26), 
and the handwriting of P.O. Garrett Morrison (p.1355 and p.1368). Mr. Sulner, due to lack of sufficient available exem-
plars from Morrison, would not positively identify Morrison as the author of these items (p.1355). However, he did tes-
tify that due to the number and probative weight to be assigned to the numerous similarities, any indication of author-
ship is on Morrison(p.1372). Shaughnessy, he testified, is, beyond all doubt, not the author (p. 1372). 
  
William Shaughnessy - the Respondent, testified on his own behalf substantially as follows: 

That he has been a police officer ten and one-half (10 1/2) years and has, prior to these occasions, never been the 
subject of disciplinary charges (p.1552). He is married, the father of two (2)  [*26]  children, and a graduate of West-
chester Community College with an A.A. in Police Science. He served for three (3) years in the United States Army 
with tours of duty in Germany and Viet Nam. Mr. Shaughnessy received several military citations including a Bronze 
Star (p.1555). He has received five (5) citations for exceptional police service as well as numerous meritorious duty 
awards (p.1556). 

Mr. Shaughnessy was shown the questioned documents (Co. Ex. 19-28), as well as the additional mail subscription 
forms admitted on the conspiracy charge (Co. Ex. 69 and 70 CDE). He denied being the author of mail subscription 
forms (p.1557) and denied being part of any conspiracy as alleged in the specifications herein. 

In regard to the accidental meeting with Fleming at the office of their common attorney, Mr. Shaughnessy catago-
rized the conversation as friendly and somewhat extensive. It lasted nearly fifteen (15) minutes. He stated it was com-
mon knowledge, at that time, that Fleming was receiving unsolicited mail. During part of their conversation, Shaugh-
nessy expressed his feeling that these mailings were probably not going to stop due to the anger of numerous officers 
over the manner in which [*27]  the "cooping investigation" was conducted (p.1564). He indicated there were wide 
discussions among the officers on this topic; however, he never overheard anyone speaking of revenge (p.1574). 
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ANALYSIS OF THE TESTIMONY 

A detailed review of this entire transcript reveals no eye-witness account of Respondent's involvement in any of the 
activities which formulate the basis for the charges herein. Furthermore, there were no admissions made by Respondent 
which inculpate him in any way. The closest evidence of admission were the slightly differing accounts of the conversa-
tion between Fleming and Shaughnessy, which occurred at the office of their common attorney. The distinctions con-
sisted more of inflections of voice than of substance. Even examined in a light most favorable to the County, the word-
ing, used by Fleming to relate Shaughnessy's conversation, amounts to no more than an opinion than the mailings would 
persist longer than Fleming realized. Since these unsolicited mailings were a matter of common knowledge among po-
lice personnel, the relating of such an opinion, without more, does not constitute an inculpatory statement. 

The testimony of P.O. Morrison is accorded little, if [*28]  any, value. He exercised his rights to have an attorney 
present and refused to execute exemplars without a court order, on Fifth Amendment grounds, which he has an absolute 
right to take. The exercise of such rights before this hearing officer in no way constitutes evidence of any kind or an 
implication of involvement. Accordingly, the exercise of these rights, before me, was not considered in any manner in 
this decision. 

Although I find highly suspect the explanation of Mr. Loftus pertaining to his failure to submit the "Castle" and 
"Fleming" exemplars to Raichle, the evidence is not sufficient to establish a deliberate withholding of exculpatory ma-
terial. The County was without knowledge and in no way responsible for Mr. Loftus' actions. Furthermore, since these 
exemplars could have been utilized in an analysis of only two (2) of the questioned documents, the failure to transmit 
these items to Raichle is of little consequence to the ultimate determination of these charges. 

As a result, this case turns on a proper analysis of the expert testimony submitted by each party. The County's ex-
perts indicated Respondent was deceptive in the polygraph and that he authored the questioned documents.  [*29]  
Respondent's experts say otherwise, My review of the significant testimony and its analysis is as follows: 
  
The Polygraph 

The proper administration of a polygraph examination, to simplify, requires the proper formulation of questions, a 
properly functioning machine, the following of certain procedures by a trained operator, and an effective reliable 
method of interpreting and comparing the involuntary reactions to relevant and control questions. It is essential when 
utilizing the "known lie" technique to obtain a "no" response to the control question (p.742). Unless this occurs, one 
cannot compare the reaction to the known lie to a lie on a relevant question. Furthermore, there should be a sufficient 
time-spacing between questions to allow the subject to react or relieve (p.690). Fifteen (15) to twenty (20) seconds is 
ideal. In following this procedure, you avoid a reaction to former questions while asking the latter (p.860). 

A review of the testimony of Dr. Kaufman (Respondent's polygraph expert) reveals that he is not only highly expe-
rienced, but has been extensively and formerly trained in the administration of the polygraph. His formulation of the 
questions, (p.694) especially [*30]  the control questions (p.696), was done in accordance with excepted procedures. 
He utilized a Stoelting Electronic Instrument (p.697), manufactured in 1981, which produces clear charts (Respon. Ex. 
I-L). Furthermore, the pneumo, cardio and GSR tracings were calibrated to assure the machine was functioning properly 
on each tracing (p.699). The test was conducted in a sterile environment, as is the recommended procedure (p.701). Dr. 
Kaufman used a numerical system of grading in which you actually measure the reaction in each parameter using a plus 
(+) and minus(-) procedure (p.743). A score on the positive side is an indication of truthfulness with a "definite truthful" 
at plus twelve (+12) or higher. The reverse is true for a negative score (p.743). You must utilize a numerical procedure 
for your test to be used in Court (p.744). Furthermore, Dr. Kaufman manually adjusted his machine after each reaction 
(p.748). While this is not absolutely required, leaving a machine on automatic restricts the free flow of the pens (reac-
tion indicators). 

The reaction of Shaughnessy in the tests was strongest in the control questions. He showed no reaction to the rele-
vant questions (p.742 and 748).  [*31]  His score on the questions concerning the lug-nut incident was a plus thirteen 
(+13) and on the questions pertaining to the authoring and mailing of the questioned documents, a plus fourteen (+14) 
(p.759). Both results indicate he was "definitely truthful" in his responses. 

Examination of the polygrams resulting from Dr. Kaufman's tests were carefully examined. While this hearing of-
ficer is, of course, not an expert in the polygraph, it clearly appears that there was a greater reaction to the control ques-
tions (those numbered in the 40's) as opposed to the relevant (those numbered in the 30's). At any rate, Dr. Kaufman 
was a highly credible witness. 
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Mr. Heberer (County's Expert) also has experience in the administration of the polygraph. While has has adminis-
tered an estimated twenty thousand (20,000) tests over the course of twenty-two (22) years, quantity is not always 
synonomous with quality. Although he has never been formerly trained in the administration of the polygraph, it does 
not appear that extensive training is required to administer a proper test. However, a test conducted in a slipshod man-
ner, lacking precise formulation of questions, interpreted without a scientific [*32]  numerical scoring system, which 
proceeded in the face of obvious malfunction in his equipment is accorded no weight by this hearing officer. 

Mr. Heberer used a Stoelting Deceptograph which was several years old, not the most advanced machine available; 
it does not produce an electronically enhanced tracing. However, the machine, when properly utilized, is accurate. There 
are methods of calibrating each tracing on his machine prior to conducting a test of subject. The GSR tracing can be 
calibrated by bringing the two heads together (p.293) and pressing the "IK" button. This was not done. There is an addi-
tional GSR check on Heberer's machine known as the "5K" button. Mr. Heberer not only testified he has never used this 
check, he doesn't even known how it works (p.294). There is a procedure which can be utilized to calibrate the pneumo 
(breathing tracing) (p.295). You can adjust this tracing by use of a centering knob. Although Mr. Heberer indicated that 
false readings were possible when calibration is not done (p.297), he did not deem it necessary to calibrate this tracing. 

In the administration of the test, when attaching the cardio cuff, the examiner should massage the cuff to release 
[*33]  any air bubbles and wait two (2) minutes before proceeding. This was not done (p.299). This resulted in a cardio 
tracing (the bottom tracing on Mr. Heberer's chart) which can barely be seen, let alone interpreted. While Mr. Heberer 
concedes that a dichrotic notch systolic stroke are needed in a cardio tracing (p.462), the dichrotic notch was not visible, 
nor was there a clear systolic stroke on the cardio tracing in his first test. (Note - it is the proper procedure in the indus-
try to render an opinion on the basis of at least two (2) tests ). Yet, Heberer insisted this tracing could be interpreted, 
although admittedly, with great difficulty (p.463). 

It is the approved method in the industry to manually adjust the GSR after each response (p.453). While it is not 
required, and one can leave the tracing on "automatic centering", doing so restricts the free flow of the pens which in 
turn decrease the observable responses (p.466 and 470). Obviously, this makes interpretation more diffcult. Mr. Heberer 
chose automatic centering (p.464). 

Although Mr. Heberer indicated that it would be beneficial to have obtained a pneumo tracing of three quarter (3/4) 
inch to one (1) inch for interpretation,  [*34]  the tracing on his upper pneumo indicator is only one-sixteenth (1/16) 
inch to one-eighth (1/8) inch (p.472). Since Heberer used a double pneumo indicator, this defect, in and of itself, would 
not be fatal. 

However, the most grievious defect in Mr. Heberer's procedure was the fact that he obtained and utilized a "yes" 
response to one (1) of his two (2) control questions (p.475). As indicated above, it is absolutely essential in the "known 
lie" test to obtain a "no" response to the control questions. This "no" response is the "known lie" and the parameter 
against which a lie on relevant questions is measured. Utilizing a "yes" response to formulate an opinion here is illogi-
cal, without scientific foundation, and completely contrary to the theory upon which the "known lie" polygraph tech-
nique is based. 

The numerous other defects in Mr. Heberer's procedure, such as lack of precision in the formulation of his ques-
tions, transference, lack of sterile environment, inadequate time between questions, lack of numerical scoring and 
proper chart markings, will not be discussed at length herein. 

Dr. Kaufman was of the opinion that Heberer's first test and his second test (p.785 and 787) are invalid.  [*35]  I 
agree. 

It is my opinion that Mr. Shaughnessy passed the only valid polygraph examination taken. 
  
Handwriting Analysis 

In handwriting analysis, identification occurs when the expert, after accounting for natural variations (p.1256), can 
show unconscious writing characteristics present in the "questioned" and "known" writings of an individual, plus no 
significant differences between the two (p.1256). Similarity does not mean identity (p.1261). Numerous similarities in 
the writing of many individuals are often based upon class characteristics. These find their origin in the common initial 
instruction received by most of us in penmanship and related courses. Natural variations in the writing of the same indi-
vidual occur consistently (p.1256). The average person simply does not write in the exact same manner twice. Once the 
search for and location of natural variations has been completed, analysis centers on assigning the proper weight to 
similarities and dissimilarities. If these characteristics are unconscious and extremely unique, a single chacteristic can 
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result in either identification or exclusion of a subject. Although there were many similarities and dissimilarities,  [*36]  
neither the known or questioned writings revealed a single chacteristic that unique. Each expert agreed that the formula-
tion of the letters,unconscious characteristics, and rare combinations are entitled to great weight. Misspellings and im-
proper use of upper and lower case letters were entitled to less weight, and similarities with class characteristics were 
entitled to little, if any weight. 

In the remainder of this section, I will review, in detail, the significant portions of the testimony of each handwrit-
ing expert. This was, without a doubt, the most significant and probative part of the case. 
  
Mr. Carl Raichle - testifying on behalf of the County, (p.896), and identifying Shaughnessy as the author of the ques-
tioned writings, demonstrated many similarities between the known writings of Shaughnessy and the questioned writ-
ings. 

The similarities (p.896), along with comments as to weight (p.1209) of each characteristic, are as follows: 
  
1) use of lower case "e" and capital "R" in the word Fischer. He felt this combination was very conspicuous (p.1029). 
  
2) The capital "L" in the middle of the word police - Although there was a slight curve in the upper part of the [*37]  L 
in the questioned writing, both known and questioned were formed by a downstroke and slight retracing, and the letter 
was formed above the line. This was rare in the middle of a word (p.1182) and more significant because it only ap-
peared in the word "Police" (p.1185). Raichle felt the formation, casing and use of this letter was so unique as to be very 
significant (p.1198). 
  
3) "T" crossed on its staff - This was not unique and was a class characteristic (p.1030). 
  
4) Captial "S" was flat on top and had a bow on bottom - (There was extensive comment by Respondent's expert). 
  
5) "O" began and ended at 11:00 - This was also a class characteristic, and not that unique (p.1036). 
  
6) "i" was a short letter - This factor was not unique or fundamental (p.1067). However, he did notice an important dif-
ference here. Shaughnessy always dots his "i's", and dots them very close to the stem. Whereas the questioned writings, 
if dotted, were dotted far to the right and high above the stem (p. 1193). 
  
7) The "c e" combination was similar. 
  
8) The "h" had a downstroke and retracing - This, however, was not unique (p.1039). 
  
9) The pen drag in the "e" to capital "R" in the word "Fischer"  [*38]  he felt was a significant similarity. 
  
10)The "R" was similar in that a straight, slanted line left the bowl - This, however, was not unique and many people 
ended their "R's" in this fashion (p.1069). He also noticed differences in the capital "R". In the known writing the origi-
nating stroke began outside the upright stroke, and in the questioned, the upright stroke met the finishing stroke 
(p.1069). 
  
11) The "N" and "F" were three (3) stroke letters - This, however was a class characteristic and not unique (p.1042). 

Therefore, to summarize, the most significant similarities observed by Mr. Raichle were the capital "L in Police", 
the "lower case e and capital R combination in the word "Fischer", and the "pen drag from the lower case e to capital R 
in the word Fischer". 

Mr. Raichle also testified that dissimilarites are very important (p.1010). While there is a general rule that one dis-
similarity is enough for exclusion, Raichle doesn't totally agree (p.1012). The difference, he felt, must be significant and 
unexplained (p.1014). Along with the differences noted in the dots of the "I" and the capital "R", Mr. Raichle later ac-
knowledged the following further dissimilarities [*39]  between Shaughnessy's writing and the questioned documents: 
  
1) In the questioned writings the name "Fischer" was consistently misspelled "Fisher". While this was a factor (p.1179), 
it was not significant enough to exclude Shaughnessy (p.1183). 
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2) In the word "Stephen" the "P", and in the word "Hawthorne" the "R" and "A" were lower-case in the known and up-
per-case in the questioned. While this was a factor of some weight (p.1194 and 1198), formation was more important 
than case (p.1196). As a result, the similarities in the "L" in "Police" were entitled to more weight (p.1198). However, 
he did indicate that it would be more significant if writings of Shaughnessy that predate the litigation showed this dif-
ference (p.1205). They do. 
  
3) Shaughnessy always puts periods after the "N" and "Y" in the abbreviation for "New York". The questioned writing 
never had periods. Raichle felt this was a significant factor (p.1201) but not enough to exclude Shaughnessy as the 
author (p.1201). 
  
4) In the known writings of Shaughnessy, the end of the numerical "2", ends straight, whereas in the questioned it has a 
curl at the end. This, Raichle felt, had some significance (p.1203). 
  
5) The middle [*40]  portion of the capital "H" in the known writings slanted downward or was horizontal; it never 
slanted upward. In the questioned writings, this portion of the letter always slanted upward. While this also was a sig-
nificant dissimilarity, it was not significant enough to exclude Shaughnessy as the author (p.1207). 
  
6) In the numerical "5", the top portion is always horizontal in the known writings and never in the questioned. This, 
Mr. Raichle felt, was a factor. 
  
7) The use of the "T" by Shaughnessy indicates that he always crosses it on the stem in the middle of a word and at the 
top when the "T" ends a word. In the questioned documents the "T" was crossed in the middle. Mr. Raichle felt it was 
very significant, rare and unusual for an individual to make two (2) different types of "T's", use them interchangeably 
and always cross at the top at he end of a word (p.1214). However, this also apparently was not significant enough to 
exclude Shaughnessy. 
  
8) In the known writings, the letter "U" always had a tail at the end, whereas in the questioned writings there was no tail 
and the "U" was formed like a horseshoe. This, Mr. Raichle felt, was the most significant difference between [*41]  the 
known and questioned writings (p.1209). However, he felt, it was not entitled to as much weight as the similarities in 
the "L" in police. The similar case, formation and appearance of this "L" letter above the base line was of critical sig-
nificance. 

It is of some interest to note, at this point, that although limited samples were available, P.O. Garrett Morrison also 
formulated his capital "L" in a similar manner and above the base line (p.1528 and p.1368). 
  
Andrew Sulner - testifying as a handwriting expert on behalf of the Respondent, indicated numerous other significant 
dissimilarites between the writings of P.O. Shaughnessy and the author of the questioned documents. These distinctions 
were readily observable when reviewing either the exemplars of Shaughnessy or writings that pre-dated the case. Sulner 
stressed the importance of unconscious writing habits, unique to the particular author. Similarity itself does not mean 
identity (p.1261) and is a class characteristic (p.1265). 
  
While the misspelling (sic "Fisher") of the name "Fischer" occurred throughout the questioned writings, it is not, in and 
of itself, sufficient to exlcude the Respondent (Shaughnessy [*42]  always spelled it correctly even in pre-litigation 
writings). Misspellings can be imposed directly (p.1323). However, when you see this occur, you must examine closely 
for the unconscious characteristics. 

The significant distinctions between the known writing of Shaughnessy and the author of the questioned documents 
were as follows: 
  
1) The bowl of the "S" in Respondent's writing was always away from the vertical access line. In the questioned writ-
ings, the beginning stroke and bowl are touching or very close to the vertical access line. This is a highly significant, 
unconscious writing distinction also observable in the pre-existing writings of Shaughnessy (p.1291-6). 
  
2) There is consistent misalignment in the "p h" combination by the author of the questioned documents. The "P" is al-
ways higher. In Respondent's writing they are aligned. This is an extremely significant distinction (p.1322). 
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3) In the formation of the "U", the questioned writings, as indicated above, have no terminal stroke, whereas, the known 
writings always have such a stroke. This, Mr. Sulner felt, was highly significant and indictive of the two (2) authors. It 
is an unconscious characteristic (p.1300). 
 [*43]    
4) Also highly characteristic and subconscious (p.1303) is the pronounced terminal ending stroke by Shaughnessy in the 
formation of his lower-case "e" at the end of a word (p.1302). In the questioned writings the terminal stroke of the "e" 
was brief, abrupt and not extended (p.1300). 
  
5) The alignment and respective heights of the letters in the "e s" combination (p.1304) was one of the most significant 
differences. In the questioned writings the "e" is always slightly or significantly higher than the "s" (p.1322). Nowhere 
was the "S" higher. However, in the known writings of Shaughnessy even those which pre-date the litigation, the ten-
dency is reversed. The "S" is always higher (p.1305). 
  
6) Mr. Sulner also noted highly significant distinctions in the formation of the capital "N". In the known writings the 
first leg is slanted left; the legs are rarely if ever parallel, oneleg extends higher than the other and the bottom of the 
horizontal downstroke is pointed. In the questioned writings, the portion is rounded and the upswing terminal stroke 
never extends beyond the height that the originating stroke begins upon. Furthermore, the legs are generally parallel and 
where not parallel [*44]  they go inward (Respondent's go outward) (p.1308). Mr. Sulner felt these distinctions were of 
the highest significance (p.1322). 

Mr. Morrison's formulation of his captial "N" revealed all of the above characteristics (p.1531 and 1368). P.O. 
Duncan also formulated his "N" in this manner (p.1382). 
  
7) Also of extreme significance (p.1322) and having tremendous identification value (p.1311) was a characteristic found 
in the "zip codes". In the known writings of Shaughnessy, the zero following the numerical "1" are always equal in 
height. However, in the questioned documents the zero is always smaller than the "1" which precedes it. This is a highly 
individualistic writing characteristic, which, by the way, was also found in the writings of P.O. Morrison (p.1531), and 
P.O. Duncan (p.1382). 
  
8) The formation of the numerical "5" in the questioned writings reveals a number with a fairly prominent neck (vertical 
center portion), and with a rounded bowl that commences above the baseline. In the known writings of Shaughnessy, 
the "5's" do not have a neck, the bowl is pointed and the bottom is formed at the baseline (p. 1313-15). These distinc-
tions in formation are highly significant  [*45]  and indicative of two (2) authors(p. 1322). 

Also, the formation of Mr. Morrison's number "5" is strikingly similar to the questioned writings (p.1531), as is 
P.O. Duncan's (p.1382). 
  
9) Similarly, in the formation of the number "3", the bowl is generally formed above the baseline in the questioned 
writings. In the writings of Shaughnessy, the bowl not only touches the baseline, but is more pointed. This trait was also 
consistent throughout the pre-litigation writings of the Respondent and present in none of the "3's"in the questioned 
writings (p.1316). 
  
10) Mr. Sulner testified that the "i-dot" pattern is an unconscious writing characteristic and highly significant (p.1322) 
Whereas, Shaughnessy dots his "i" very close to the stem and rarely departs from this (p.1317). The author of the ques-
tioned writings dotted his "i" generally high above and significantly to the right of the stem. 

Again, the writings of Mr. Morrison showed a similar "i" dot pattern to those in the questioned writings (p.1531). 
  
11) The "T" crossings and center portion of the "H" in the questioned writings reveal an upswing in this marking. 
Shaughnessy's markings on these letters is downward or horizontal, but [*46]  never upward. While this is also an un-
conscious characteristic, it is not as significant as the others mentioned (p.1318-21). 
  
12) The captial "J" in the questioned documents always had a top to it (p.1329). Further, in Shaughnessy's writings, the 
"J" was always formulated without a top. 

This "J" formation was very similar to that of P.O. Robert Duncan (p.1382) and P.O. Morrison. 
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13) In the questioned writing, in the formation of the "M", the area in the center where the downstroke and upstroke 
meet never touches the baseline. Shaughnessy's "M's" in this area always touch the baseline. This, according to Sulner, 
is indicative of two different writers. 

P.O. Morrison writes his "M" very similar to the questioned writings (p.1531). 
  
14) The letter "G" was formulated by Shaughnessy in the traditional manner (p.1230). In the questioned writings, it was 
formed like a "figure six" (with the backstroke hitting the downstroke). Mr. Sulner testified that this was not only a very 
significant distinction, but was the most significant similarity between the questioned writings and those of P.O. Morri-
son. 

Mr. Sulner testified further that all of the writing characteristics attributed to [*47]  Shaughnessy were present, not 
only in the exemplars given for this case, but present in the writings which pre-dated the case. Also, more than one per-
son wrote the mail subscription forms attributed to Shaughnessy (p.1541). The subscriptions were uncharged originally, 
and admitted on the theory of conspiracy,where written by Duncan. In addition, County exhibits 27-28 appear to have 
been written by Duncan. 

Furthermore, with respect to the other items (Co. Ex. 19-26), if there is any indication of a possible author, it was 
Morrison. Shaughnessy is beyond all doubt not the author of any of these items (p.1372). 

However, due to a limited amount of handwriting exemplars by Morrison, Sulner would not make a positive identi-
fication. He did acknowledge a distinct similarity between Shaughnessy writings and the questioned documents in the 
formation of the "L" in the word "Police". However, in view of the overwhelming number of dissimilarities, he felt this 
factor was insignificant. 

I have carefully reviewed both each exhibit and the entire transcript. I must concur with the findings of Mr. Sulner. 
Aside from the similarities in the "L" in "Police", there do not appear to be any significant [*48]  similarites in the 
questioned writings and those of P.O. Shaughnessy. The numerous distinctions between the two (2) sets of writings 
compel the conclusion that Shaughnessy was not the author of the questioned writings. 

The results of the polygraph examination conducted by Dr. Kaufman support and confirm this conclusion. 

FINDINGS 

The evidence in insufficient to sustain specifications 1-4. Accordingly, each specification is DISMISSED. 
  
November 18, 1983. 
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Closing the Gate on Biased Expert Testimony: The Judicial Perspective 
Hon. Donald E. Shelton JD, PhD 

 
“I will venture to say that my investigations and decisions are not usually influenced by my 

hopes and fears.” - Mr. Darcy in "Pride and Prejudice" 
 

“I have yet to see a piece of writing, political or non-political, that does not have a slant. All writing 
slants the way a writer leans, and no man is born perpendicular.”  ― E. B. White 

	  
 This presentation addresses the issue of bias in the preparation and presentation of 

forensic science evidence from the judicial perspective. Primarily the issue in the preparation of 

forensic science evidence is one of "cognitive bias" which is the common tendency to acquire 

and process information by filtering it through one’s own likes, dislikes and experiences”. One 

type of cognitive bias is a “confirmation bias” - the tendency to seek only information that 

matches what one already believes. Another, is “outcome bias”  -  the tendency to judge a 

decision by its eventual outcome instead of based on the quality of the decision at the time it was 

made. In the context of forensic science expert testimony, some authors have more broadly 

called this "adversarial bias".  

 Judges have long recognized the problem of bias in expert testimony. 140 years ago, Sir 

George Jessel in Abinger v. Ashton said "Undoubtedly there is a natural bias to do something 

serviceable for those who employ you and adequately remunerate you.” And Learned Hand 

wrote at the turn of the 20th Century: 

"The serious objections are, first, that the expert becomes a hired champion of 

one side .  .  . . Enough has been said elsewhere as to the natural bias of one 

called in such matters to represent a single side and liberally paid to defend it. 

Human nature is too weak for that . . . “  

 The Courts started to develop special rules to cope with this “adversarial bias” by experts. 

Rather than simply leaving the reliability of expert witnesses to the jury, The Frye test was 

developed to make judges the “gatekeepers” to decide which expert evidence was reliable 

enough for the jury to hear. But nothing in the short Frye opinion, or even its progeny, directly 

addresses the issue of expert witness bias. The Daubert trilogy of cases seemed to change the 

rules dramatically. Judges were  indeed instructed to be the “gatekeepers’ for forensic science 

evidence to assure the scientific reliability of that evidence. It replaced the old Frye test of 

“general acceptance”, at least in federal courts and set forth a “non-exclusive” list of factors 
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judges are to analyze at a hearing. The Supreme Court remanded the case for a hearing to 

reconsider the testimony applying the new factors they announced in the case. But a strange 

thing happened on Daubert’s way back to the trial court. It never got there. It was intercepted by 

Judge Kozinski on the 9th Circuit who threw out the plaintiff’s scientific evidence on a factor he 

added:  

“One very significant fact to be considered is whether the experts are proposing 

to testify about matters growing naturally and directly out of research they have  

conducted independent of the litigation, or whether they have developed their 

opinions expressly for purposes of testifying.  

In other words the bias of the expert, based on who was paying the expert, is also a significant 

factor. 

 If Judge Kozinski’s rationale in the Daubert remand were taken seriously in the criminal 

case context, prosecutors would face a difficult task in getting much of their forensic scientific 

evidence before a jury. In the criminal forensic science field, most of the testimony has no origin 

or basis outside of the context of criminal investigation and litigation. It was developed strictly 

for use by the government to aid in the prosecution of alleged criminal activity in court. But 

Kozinski dropped in a footnote:  

“There are, of course, exceptions. Fingerprint analysis, voice recognition, DNA  

fingerprinting and a variety of other scientific endeavors closely tied to law  

enforcement may indeed have the courtroom as a principal theatre of operations. 

.  .  .   As to such disciplines, the fact that the expert has developed an  expertise 

principally for purposes of litigation will obviously not be a substantial 

consideration."  

Most disturbing is Kozinski’s sweeping suggestion that expert testimony in criminal cases is 

somehow “obviously” so different that the potential bias of the expert is not the “substantial 

consideration” he thought appropriate in civil cases. If there was any difference to be 

acknowledged, expert testimony that could deprive a person of life or liberty should be more, not 

less, rigorous than testimony used to protect the interests of civil defendants.  

 In criminal cases, it is the nature and structure of the system that creates the adversarial 

bias that can infect opinions, and outcomes. Roger Koppl (Koppl, How to Improve Forensic 

Science, 20 Eur. J.L. & Econ. 255, 258 (2005) identified some of the structural causes: 
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• Each jurisdiction typically has just one forensic laboratory; the absence of competition 

reduces the incentive to perform well. 

• Forensic labs are usually attached to police departments and therefore depend on the 

police department for their budgets, which naturally leads to a desire to please the police, 

even at the cost of honesty and thoroughness. 

• Quality control is weak at most forensic labs. 

• Forensic scientists often know what result they are “supposed” to reach, which can lead 

to an unconscious bias in interpretations of test results, or even conscious fraud. The 

scientist who performs a particular test typically also interprets the results of the test, 

reducing the odds that anomalies will be discovered 

 How can attorneys  - and judges - try to deal with serious questions of cognitive bias on 

the part of forensic experts? Daubert, on remand to the 9th Circuit, implicitly recognized that 

cognitive bias on the part of experts in civil cases is a factor affecting admissibility. Should the 

relationship of a forensic expert witness to the government or defense in a criminal case be a 

basis for the gatekeeper to exclude proffered testimony? The Rules of Evidence seem to indicate 

so: 

• Rule 403. Excluding Relevant Evidence for Prejudice, Confusion, Waste of Time, or 

Other Reasons  

 The court may exclude relevant evidence if its probative value is substantially outweighed 

by a danger of one or more of the following: unfair prejudice, confusing the issues, misleading 

the jury, undue delay, wasting time, or needlessly presenting cumulative evidence.  

• Rule 403 - Notes of Advisory Committee on Proposed Rules  

 . . .  “Unfair prejudice” within its context means an undue tendency to suggest decision 

on an improper basis, commonly, though not necessarily, an emotional one.  

 In reaching a decision whether to exclude on grounds of unfair prejudice, consideration 

should be given to the probable effectiveness or lack of effectiveness of a limiting instruction 

Bias is the relationship between a party and a witness which might lead the witness to slant, 

unconsciously or otherwise, his testimony in favor of or against a party. Bias may be induced by 

a witness' like, dislike, or fear of a party, or by the witness' self-interest. United States v. Abel, 

469 U.S. 45 (1984) (emphasis added).The admissibility of evidence regarding a witness's bias  . . 
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. is not specifically addressed by the Rules, and thus admissibility is limited only by the relevance 

standard of Rule 402. U.S. v. Lindemann, 85 F3d 1232 (1996)  

 Proving such bias to the satisfaction of a biased judge, however, will be difficult and take 

preparation. Discovery, although rarely used extensively in criminal cases, may be an approach 

to that preparation. Shortly after Daubert, Federal Rule of Civil Procedure 26(a)(2) was amended 

to provide that parties planning to use experts must prepare a report containing:  

a complete statement of all opinions to be expressed and the basis and reasons therefor; 

the data or other information considered by the witness in forming the opinions; any 

exhibits to be used as a summary of or support for the opinions; the qualifications of the 

witness, including a list of all publications authored by the witness within the preceding 

ten years; the compensation to be paid for the study and testimony; and a listing of any 

other cases in which the witness has testified as an expert at trial or by deposition 

within the preceding four years.  

Perhaps criminal defense attorneys can borrow a page from the civil defense attorney playbook. 

During pretrial discovery regarding a plaintiff's expert, in a medical malpractice case for 

example, the defense will submit interrogatories and requests for documents seeking to identify a 

pro-plaintiff bias. Adapting that approach to a criminal case, it could include: 

• a complete copy of all documents and materials furnished to the expert by the police or 

prosecutor 

• a complete copy and description of all reports, notes or comments made by the expert 

about the case 

• the time, place and description of all conversations with police or prosecutors related to 

the case  

• a description of any review of the expert's work in the case, including the identity, 

position and qualifications of any reviewer 

• identifying information of all cases in which the witness has been consulted by the 

particular police agency or prosecutor office  

• a list of all cases in which the expert has previously testified 

• whether personnel decisions, such as performance evaluations and compensation, are 

made by persons associated with a police or other government agency. 
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Whether such discovery will lead to evidence that will convince the judge to exclude prosecution 

testimony or not, it may still provide information that can be used for cross examination if the 

witness does testify. 

 Another alternative for the defense may be to call its own expert witness as to the 

cognitive bias of the prosecution expert. Courts now generally allow psychologists to testify as 

experts on the recognized factors affecting the credibility of eye witnesses. Is testimony from a 

qualified psychologist about the effect of cognitive bias on forensic experts similarly admissible? 

Similar to expert testimony about the unreliability of eyewitness testimony, should psychologist 

testimony about the various forms of unconscious bias be offered at trial to discredit a forensic 

expert? “ . . . because bias is not a collateral issue, it was permissible for evidence on this issue to 

be extrinsic in form”. U.S. v. Lindemann, 85 F3d 1232 (1996) 

 The defense can use all of this evidence to request appropriate jury instructions. Standard 

jury instructions include criteria for determining the credibility of witnesses in general and 

include cautionary instructions about the testimony of expert witnesses. Some sample jury 

instructions that could be tailored include: 

• 8th Circuit 3.04 Credibility of Witnesses - In deciding what testimony to believe, consider  

. . . any motives that witness may have for testifying a certain way” 

• 1st Circuit 3.06 Credibility of Witnesses -  . . .  take into consideration . . . any bias they 

may have displayed; any interest you may discern that they may have in the outcome of 

the case 

• 5th Circuit 1.09 Credibility of Witnesses - “Did the witness have a personal interest in the 

outcome of the case? Did the witness have any relationship with either the government or 

the defense?”  

 Is a Daubert challenge based on bias viable? It certainly has not been an effective means 

of preventing biased experts from testifying in criminal cases. First, the reality is that criminal 

defense attorneys rarely even ask for a Daubert hearing. Second, judges have not regularly used 

Daubert to examine the admissibility of expert testimony for the prosecution in criminal cases 

and routinely allow it to come into evidence Risinger (2000)  found that Daubert challenges to 

government evidence were successful less than 10% of the time in federal trial courts and less 

than 25% percent of the time in state trial courts. Groscup, et al, (2002) studied trial and 

appellate decisions regarding the admissibility of expert testimony. At the trial court level, 
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prosecution experts were admitted 95.8% . . . of the  time, and defendant experts were admitted 

only 7.8% . . . of the total number of times they were offered. Another researcher concluded: 

“Most judges, especially those with prosecutorial experience, presume that most 

defendants are, in fact, guilty, even though some are, in fact, innocent. This 

presumption of guilt, pro-prosecution perspective not only affects the manner in 

which many judges rule on motions, evaluate witnesses, and exercise their 

discretion, but it also adversely affects the willingness of many judges to police 

law enforcement agents and prosecutors.“ 

 The reality is that judges often do not weigh the scientific validity of the proffered 

evidence in any meaningful way. Most of the decisions simply rationalize admissibility based on 

the prior admission of such evidence by other judges. In other words, the typical analysis 

becomes one of stare decisis, rather than the scientific inquiry required by Daubert. Some judges 

even take “judicial notice” of the reliability of certain kinds of prosecution evidence, like 

fingerprints, to avoid even having to hold a Daubert hearing. This is in spite of the admonition in 

FRE 201(b) that “Judicial notice is appropriate only for matters that are capable of ‘accurate 

and ready determination by resort to sources whose accuracy cannot  be ... questioned’ “  

There have been a few lower courts that have recognized that precedent in courts does not equate 

to scientific reliability or even to general acceptance in the scientific community. One court 

called it “grandfathering in irrationality” And the Court in US v. Saelee said: 

“the fact that this type of evidence has been generally accepted in the past by courts does not 

mean that it should be generally accepted now, after Daubert and Kumho.”  

 But why do so many judges refuse to look at scientific evidence and simply rely on 

precedent?  In essence it is the same type of bias in judges that exists in the "experts" themselves. 

As to reliance on precedent, some social psychologists refer to a concept of “social proof” - the 

phenomenon of looking at what other people think is correct to determine what is correct”.  

Cognition, in this context, is knowledge – what we believe to be true –what we think we “know” 

– what we value. Dissonance theory states that  when relevant cognitions are inconsistent with 

one another, they can create dissonance, an uncomfortable state, which then brings about 

psychological processes to reduce the dissonance, or discomfort.  

 This process is what leads to the suggestion that  there is a systemic pro-prosecution bias 

on the part of judges and that such a bias is reflected in admissibility decisions, regardless of the 
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standard of admissibility. As one scholar puts it, “as a general proposition, judges disfavor civil 

plaintiffs and criminal defendants and, are more likely to rule against them than against their 

opposites even when presenting equivalent evidence or arguments.” Systemic pro-prosecution 

bias is a function of the same fairly obvious  psychological concepts of cognitive bias. including 

“confirmation bias” and “outcome bias”. These are the ways in which judges try to reduce our 

cognitive dissonance – to do almost anything to reconcile prior beliefs with the new “truths” they 

are being urged to adopt.  

 Does this really apply to judges? Dean Chris Guthrie described “confirmaton bias “ he 

found in studying judicial decisions: “judges come to the bench with political views . . . [that] 

can predispose them to rule in ways that are consistent with those opinions or attitudes. . . . The 

evidence [from empirical studies] suggests that attitudinal blinders are an issue not only at the 

highest court in the land but also in these lower courts”  Dean Guthrie, relying on significant 

empirical studies of judicial attitudes and  actions, described judicial bias as a reflection of an 

“attitudinal blinder.” These “attitudinal blinders” are especially prevalent in criminal cases and 

especially in the state courts where most criminal cases are tried. Most state court judges, as 

Professor Rodney Uphoff put it, “. . . are answerable to a tough-on crime electorate and are often 

reluctant, therefore, to make risky political decisions upholding the constitutional rights of 

criminal defendants.” 

 It is again related to our reliance on precedent to validate our current choice – 

consistency! As Linda Morkan said:  

“The human desire for consistency is a powerful tool of influence.  Once we have 

committed to a position, we have an almost overwhelming urge to portray that 

action as the ‘right’ choice. People will go to great lengths to keep their thoughts 

consistent with what they have already decided.”  
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1

Criminal punishment is the most palpable and ubiquitous means by 
which the state maintains social order. However, before it unleashes 
 its punitive powers, the state must determine with high certitude which 
human behaviors amounted to criminal events, and who perpetrated them. 
This feat requires compliance with an intricate legal regime that consti-
tutes the criminal justice pro cess. The workings of this pro cess and the 
accuracy of the verdicts it produces are the subject of this book.

The following three cases offer a glimpse into the operation of the 
criminal justice pro cess. Peter  Rose, a California man, was charged with 
the rape of a thirteen- year- old girl. On the stand, the victim stated that 
she was 100 percent certain that  Rose was her assailant, and a bystander 
witness stated that the perpetrator was either  Rose “or his twin brother.”1 
Bruce Godschalk of Pennsylvania was charged with two counts of bur-
glary and forcible rape. The case against Godschalk was replete with in-
criminating evidence: one of the victims identifi ed him; a jail house in for-
mant testifi ed that he made inculpatory statements; and a forensic expert 
provided a blood- typing match. Critically, the prosecution presented a 
thirty- three- minute tape recording in which Godschalk confessed to the 
crimes, providing specifi c details that could not have been known to the 
public.2 In his confession, Godschalk blamed his crime on his drinking 
problem, and added, “I’m very sorry for what I’ve done to these two 
nice women.”3 Kirk Bloodsworth was charged with the capital offense 
of raping and murdering a nine- year- old Mary land girl. At trial, Bloods-
worth was identifi ed by fi ve eyewitnesses. The prosecution also pro-
vided testimony of statements he made about the rock that was used as 
the murder weapon, and a forensic investigator testifi ed that the murder-
er’s shoe print matched Bloodsworth’s shoes.4

1
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Introduction2

In all three cases, the evidence of guilt was indeed compelling, and the 
men  were found guilty beyond a reasonable doubt.  Rose was sentenced to 
twenty- seven years in prison, Godschalk was sentenced to 10– 20 years, 
and Bloodsworth was given a death sentence. For years, nothing seemed 
out of the ordinary with these convictions, until DNA testing showed that 
none of these men had actually perpetrated the crime for which he was 
being punished. The witnesses who testifi ed in these cases  were mostly 
wrong, especially on the crucial aspect concerning the identity of the men 
who committed the crimes. By the time  Rose was released, he had served 
eight years in prison, Godschalk had served fourteen and a half, and Blood-
sworth had served eight years, two of which  were on death row.

These cases raise a series of diffi cult questions pertaining to the func-
tioning of both the investigative and adjudicative phases of the criminal 
justice pro cesses: What caused the witnesses to provide mistaken testi-
mony? Why did the police investigators, prosecutors, and jurors believe 
the witnesses? Could the mistakes have been caught? Most importantly, 
what can be done to prevent such occurrences in the future?

The View from Experimental Psychology

One of the obvious features of the criminal justice pro cess is that it is 
operationalized mostly through people: witnesses, detectives, suspects, 
lawyers, judges, and jurors. The wheels of the system are turned by the 
mental operations of these actors: memories, recognitions, assessments, 
inferences, social infl uence, and decisions, all tied in with moral judg-
ments, emotions, and motivations. Criminal verdicts can be no better than 
the combined result of the mental operations of the people involved in the 
pro cess. It thus seems sensible to examine the workings of the criminal 
justice pro cess from a psychological perspective. Fortunately, a large body 
of experimental psychological research is at our disposal. For some de-
cades now, legal psychologists have been earnestly studying the conditions 
under which people tend to succeed or fail in fulfi lling their designated 
roles in the operation of the criminal justice pro cess. Likewise, research in 
a range of related fi elds— notably cognitive psychology, social psychology, 
and decision making— has accumulated a wealth of knowledge about 
the mental pro cessing that is inevitably implicated in the workings of the 
pro cess.

The principal endeavor undertaken in this book is to apply a part of 
this vast and dispersed body of experimental psychology toward a better 
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Introduction 3

understanding of the operation of the criminal justice pro cess. The overall 
observation that emanates from this research is that human per for mance 
on the tasks involved in the pro cess can be exceedingly complicated and 
nuanced. Tasks that are generally taken for granted— such as identifying 
a stranger, remembering a specifi c detail from an event, and ascertaining 
the accuracy of such testimonies— are not as straightforward as they seem. 
The accuracy of these tasks is contingent on multitudes of factors, many 
of which are unknown, underappreciated, and easily overwhelmed by the 
harsh reality of crime investigations and the contentious legal pro cess that 
ensues.

This observation leads to the twofold claim that lies at the heart of 
this book: fi rst, in nontrivial criminal cases, the evidence produced at the 
investigative phase— in par tic u lar, human testimony— comprises an un-
known mix of accurate and erroneous testimony, and is thus not always 
indicative of the defendant’s guilt. The following four chapters are de-
voted to providing insight into the prospect of error in criminal investi-
gations. Chapter 2 explores the work of police investigators, focusing on 
the conditions that can facilitate and even stoke mistaken investigative 
conclusions. Chapter 3 deals with the topic of identifi cation of perpetra-
tors by eyewitnesses. Chapter 4 examines witnesses’ memory of the crimi-
nal event. Chapter 5 deals with the interrogation of suspects.

The second key claim is that the ensuing adjudicatory phase is not 
well suited to ascertain the accuracy of the evidence, and thus cannot 
distinguish reliably between guilty and innocent defendants. The limited 
diagnostic capabilities of the adjudicatory pro cess are the subject of the 
two subsequent chapters. Chapter 6 explores problems that fact fi nders 
encounter in determining the truth from the evidence presented at trial. 
Chapter 7 examines the effi cacy of the legal mechanisms that are designed 
to support the fact fi nders in performing that task.

In sum, the research will indicate that criminal investigations are prone 
to produce evidence that contains substantial errors, which the adjudica-
tory pro cess is generally incapable of correcting. The compounded prob-
lems with the accuracy of the investigative phase and the diagnosticity of 
the adjudicatory phase lead to the conclusion that the criminal justice 
pro cess falls short of meeting the level of certitude that befi ts its solemn 
nature.5 This shortfall is generally overlooked or denied by the people 
entrusted with designing and governing the system— notably, police per-
sonnel, prosecutors, judges, and law makers— and it is not adequately 
recognized in the scholarly and public debates. Chapter 8 examines the 
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implications of this state of affairs and explores some systemic ways to 
promote the accuracy of the pro cess.

Pro cess Breakdowns

Criminal cases can break down in two ways. A person who perpetrated a 
crime might escape punishment, or an innocent person might be convicted 
and punished for a crime he did not commit.6 The failure to convict guilty 
people— which can be loosely labeled false acquittals (even though most 
such cases do not make it to a formal acquittal at trial)— is a grave prob-
lem for an ordered society. Fewer than one- half of felony crimes are ever 
reported to the police,7 and only one of every fi ve reported felonies is 
cleared by an arrest.8 Crimes are unlikely to be cleared, for example, when 
they are not witnessed, when the witnesses refuse to cooperate with the 
police, or when the witnesses cannot provide the necessary information to 
solve the case.9 In these instances, the criminal justice pro cess fails because 
it lacks the requisite evidence to attain a conviction. The psychological 
research is best suited to provide insight into cases in which evidence is 
present, particularly by identifying the conditions that make that evidence 
more or less likely to sustain an accurate conviction. Thus, this book will 
focus mostly, though not exclusively, on false convictions. It is important 
to note that some key recommendations proposed in this book are de-
signed to enhance the accuracy of the evidence overall and thus stand also 
to reduce the incidence of false acquittals.

The steady fl ow of exonerations in recent years has turned a spot-
light onto the accuracy of the criminal justice pro cess.10 Many of these 
exonerations have resulted from the work of the Innocence Project, co-
founded by Barry Scheck and Peter Neufeld. Some critics of the system 
describe the recent revelations of false convictions as a momentous, even 
revolutionary, event.11 In contrast, proponents of the system steadfastly 
trivialize their import and dismiss them as “an insignifi cant minimum.”12 
According to a data set maintained by the Innocence Project, 281 con-
victed inmates have been exonerated on the basis of DNA testing as of the 
beginning of December 2011,13 and many more have been exonerated by 
other types of evidence.14 The true number of false convictions is un-
known and frustratingly unknowable. Based on exoneration data in two 
categories of capital hom i cide, the rate of error is estimated at about 
3– 4 percent, with a possible upper boundary of 5 percent.15 The rate of 
false convictions is most likely considerably higher. Given the diffi cult, 
even tortuous, legal hurdles that stand in the way of exposing false con-
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victions, there is no doubt that a large number of falsely convicted per-
sons have not been, and will never be, exonerated. While a detailed ar-
gument on the incidence of false convictions is beyond the scope of this 
book, it is worth noting that an innocent defendant stands a chance of 
exoneration if he was convicted for murder or rape;16 did not accept a 
plea bargain;17 was sentenced to a lengthy prison term;18 and was able 
to secure good legal repre sen ta tion and investigation in the post- conviction 
phases. It is essential also that the case centered upon the identity of 
the perpetrator;19 physical or otherwise strongly exculpating evidence 
was present;20 and that the exculpating evidence was collected,21 prop-
erly preserved,22 and made available to the defendant.23 A healthy dose 
of luck can be very helpful,24 and in the absence of DNA evidence, it is 
all but essential.25 Innocent people for whom any of these conditions do 
not obtain are unlikely to be exonerated, because the errors underlying 
their convictions will rarely be detected.

False convictions are the joint product of breakdowns in both the in-
vestigative and adjudicative phases of the criminal pro cess. These break-
downs call for a closer look at the system’s methods of sorting out crimi-
nal responsibility in each of the respective phases.

Investigation breakdowns.    An investigative pro cess that results in a 
false conviction involves a combination of failures. First, the investiga-
tion failed to discover the truth, as manifested by the simple fact that the 
true perpetrator got away. Second, the investigation failed to discern the 
faulty nature of the evidence it collected, as manifested by the fact that 
the investigators cleared the case and recommended it for prosecution. 
The least familiar, though most dire, failure is that in many instances the 
investigation itself contributed to the mistaken conclusion.

To better understand how mistaken testimony comes about, it would be 
useful to propose a distinction between two types of error. First, some er-
rors are caused by random cognitive failures that are inherent to human 
cognition. This category of spontaneous error pertains to occasional fail-
ures in human per for mance that cannot be attributed to any obvious exter-
nal cause. Errors are taken to be spontaneous, for example, when an hon-
est eyewitness mistakenly confuses an innocent person with the perpetrator 
or when he misremembers a par tic u lar detail from the crime scene. Sponta-
neous errors do not have a directional tendency; they are as likely to incul-
pate an innocent defendant as they are to exculpate a guilty one. A number 
of innocent people  were spontaneously misidentifi ed by witnesses while 
walking down the street, shopping in a store, or riding in an elevator.26 

Brought to you by | University of Southern California
Authenticated | mhagedorn@law.usc.edu

Download Date | 3/25/14 9:53 PM



Introduction6

However serious, these cases do not begin to capture the intricate relation-
ship between the investigative pro cess and the occurrence of error.

Errors can also be caused or exacerbated by situational factors. In the 
context of the criminal justice pro cess, such situational factors follow 
from the investigative procedures or from interactions with criminal jus-
tice offi cials and lawyers. Such is the case when a witness picks an inno-
cent person from a skewed lineup or reports an erroneous memory as a 
result of a suggestive question posed by a detective. These instances repre-
sent a second type of error, which can be labeled induced error.27 Induced 
errors have a directional tendency to coincide with their inducing infl u-
ences. As discussed in the following chapters, these infl uences tend more 
often to pull the case toward conclusions of guilt.

Although law enforcement offi cials tend to view false convictions as 
caused by spontaneous errors,28 induced errors fi gure more prominently 
in the studied DNA exoneration cases. In the three abovementioned cases, 
for example, we see a transformation of the witnesses’ statements toward 
conformity with the police’s case against the suspect. The evidence pre-
sented in court was considerably different from— and indeed, more in-
criminating than— the witnesses’ initial statements given to the police. 
Notwithstanding her certain identifi cation of Peter  Rose in the court-
room, the victim was initially adamant that she did not see the face of the 
man who dragged her into an alley, raped her from behind, and fl ed. 
When presented with a photograph lineup that contained  Rose’s photo, 
she could not pick anyone out. At the lineup, the bystander witness, who 
later testifi ed that  Rose was either the perpetrator or his twin brother, 
had actually selected a photo of an innocent fi ller.29 At fi rst, Bruce God-
schalk denied his involvement in the crime, and he could not provide any 
details about it. By the end of the interrogation, however, he confessed to 
horrible deeds that he had not perpetrated, and provided intricate cor-
roborating details that he could not possibly have known.30 Four of the 
fi ve witnesses who testifi ed against Kirk Bloodsworth had provided the 
police with inconsistent and unreliable statements. One witness had previ-
ously tipped the police that the suspect matched a different person whom 
she knew, and a second witness had initially told investigators that she did 
not see the face of the perpetrator. At the lineup, one of the two child wit-
nesses picked an innocent fi ller and the other failed to choose anyone.31 
Similar transformations of evidence  were observed in the cases of Walter 
Snyder,32 Edward Honaker,33 Darryl Hunt,34 William  O’Dell Harris,35 
Ronald Cotton (discussed in Chapters 2 and 3), and numerous others.36 
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Introduction 7

These cases illustrate that criminal investigations can overwhelm the often 
weak and vague remnants of the truth, and thus shape the testimony to 
substantiate a prosecution.

Another observation that has come to light from the studied exonera-
tion cases is that the inculpating evidence presented at trial often hinged 
not just on a single mistaken evidence item. Rather, as seen in the cases of 
 Rose, Godschalk, and Bloodsworth, prosecutions are typically based on 
an array of seemingly in de pen dent pieces of evidence, all of which con-
nect the defendant to the crime.37 An analysis of DNA exoneration cases 
shows that 71 percent of the cases involved mistaken identifi cation, 63 
percent involved forensic science errors, 27 percent involved false or mis-
leading testimony by forensic scientists, 19 percent involved dishonest 
in for mants, 17 percent involved false testimony by lay witnesses, and 17 
percent involved false confessions.38 These evidentiary causes sum to 214 
percent of the cases, which means that on average, each case was affl icted 
by more than two types of bad evidence.39 In reality, the number of mis-
taken evidence items is much greater. For example, many misidentifi cation 
cases contain erroneous testimony from multiple witnesses, and each mis-
taken identifi cation typically includes numerous additional incorrect cor-
roborating statements.

Given that these convicted persons  were ultimately found to have not 
perpetrated the crimes, it follows that the bulk of the evidence used to 
convict them, if not all of it, was wrong. While it is theoretically possible 
that all the errors just happened to coincide, there is strong reason to sus-
pect that they  were induced by the investigative pro cess. As discussed in 
Chapter 2, due to the dynamic nature of police investigations, errors can 
beget more errors. By way of illustration, a mistaken fact suggested by one 
witness can lead the detective toward a mistaken conclusion, which can 
then induce the forensic examiner to confi rm the hypothesis, and so on. 
This escalation of error can transform even a fl imsy mistake into a full- 
blown case replete with overwhelming evidence strong enough to support 
the conviction of an actually innocent person.

Adjudication breakdowns.    Mistaken verdicts also entail a breakdown 
of the adjudicative phase. The failure to distinguish between guilty and 
innocent defendants typically follows from the failure to tell apart accu-
rate and erroneous testimony. Virtually every exoneration follows a con-
viction by a jury or judge who believed that the faulty evidence was true 
beyond a reasonable doubt. Some prosecutions of innocent defendants 
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failed to raise even the slightest suspicion from the fact fi nder. One jury, 
for example, took no more than seven minutes to convict an innocent 
man for a crime that resulted in a life sentence.40 By the same token, the 
limited diagnosticity of the adjudicative pro cess can also lead to false 
acquittals. Indeed, some juries have refused to convict defendants in the 
face of compelling evidence of guilt.41 Hence jury verdicts are often per-
ceived to be unpredictable, even by professionals who sit through the 
 whole trial and see all the evidence.42

Case Typologies

Easy and diffi cult cases.    Not all criminal events are born equal, nor are 
the ensuing investigations. Police studies show that the majority of seri-
ous criminal events that get cleared are solved quite easily. In fact, most 
of them are solved at the fi rst encounter with the responding patrol offi -
cer, that is, without any investigatory effort by detective units.43 For ex-
ample, crimes are solved easily when a witness identifi es the perpetrator 
by his name, address, vehicle, or place of employment. Solving cases is 
also relatively straightforward when the perpetrator is caught in the act, 
in possession of the contraband, or singled out by means of forensic tests, 
surveillance cameras, or telecommunication rec ords. This category of 
easy cases accounts for a large majority of the people sitting in prisons, 
but it tends to account for only a small fraction of the investigative and 
adjudicative resources expended. Habitually, these cases are disposed 
through plea bargaining, and when they do go to trial, they hardly chal-
lenge the adjudicative pro cess. At the other extreme, there is a large cate-
gory of crimes that are exceedingly diffi cult to solve because of a dearth of 
evidence, lack of resources, or noncooperation by victims and witnesses. 
Although some of these cases consume heavy investigative resources, most 
are readily abandoned. Either way, these cases tend not to be cleared, and 
thus do not evolve into prosecutions, not to mention convictions.

The criminal justice pro cess is brought to bear mostly in the middle 
category of diffi cult cases, where solving the case is neither easy nor im-
possible. In these instances, the initial information made available to 
the responding offi cer falls short of enabling her to clear the crime or to 
single out the perpetrator. The investigative effort required to overcome 
this evidentiary shortfall is what makes these cases diffi cult. This rela-
tively narrow category of cases consumes the bulk of the investigatory 
and adjudicatory resources, and it also puts the criminal justice pro cess 
to the test. This category of cases is the focal point of this book.
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Identity cases and culpability cases.    At the most general level, criminal 
cases center upon two types of questions. Some cases are concerned pri-
marily with fi guring out who committed the crime, the whodunit ques-
tion. These can be labeled identity cases. Accurate verdicts in this cate-
gory mean that the true culprit was convicted, whereas false convictions 
typically mean that an innocent person was found guilty. Culpability 
cases center upon determining the criminality of a suspect whose iden-
tity is not in question. Accurate verdicts in these cases mean that the 
perpetrator was appropriately convicted for his criminal actions. False 
convictions in this category mean that the defendant’s innocent behavior 
was mistakenly taken to be guilty, or that he was convicted on a charge 
that was more severe than warranted by his conduct.

This book is concerned primarily with the factual accuracy of verdicts, 
and thus focuses on case outcomes that can, in principle, be determined as 
being correct or incorrect. As such, the book pertains straightforwardly 
to almost all identity cases, which can be resolved by showing that the 
defendant was or was not the person who committed the crime. The vast 
majority of exonerations stem from identity cases, where subsequent evi-
dence demonstrated that the inmate did not perpetrate the crime for 
which he was convicted. The book does not apply directly to questions of 
culpability that hinge on value judgments, such as the morality of a be-
havior, the reasonableness of an act, or the fairness of the law. It does, 
however, apply to culpability cases that revolve around determinations of 
factual questions such as the defendant’s actions and mental states. It 
should be noted that culpability cases rarely result in exonerations. Cul-
pability questions tend to hinge on subtle and elusive aspects of the crimi-
nal event, and thus are not readily subject to objective confi rmation or 
refutation. It follows that mistaken determinations of the defendant’s 
culpability are rarely traceable. The dearth of culpability cases among the 
exoneration cases should not be taken to suggest that these mistakes do 
not occur.

Some Caveats and Qualifi cations

It is imperative to keep this book’s claims and objectives in perspective. 
While the book attempts to provide a relatively broad application of 
legal psychology to the criminal justice pro cess, it necessarily leaves out 
some important aspects of the research. For one, it does not examine 
differences in per for mance among people, which are bound to infl uence 
verdicts under some conditions.44 Rather, it seeks to capture broader 
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phenomena entailed in legal procedures and practices, and thus focuses 
on the overall per for mance of legal actors. Nor does the book deal with 
the per for mance of special populations, such as children, the el der ly, and 
people affected by mental disease, retardation, drug dependence, and 
the like. By concentrating on healthy adults, the book examines the per-
for mance of the criminal justice pro cess as it is operationalized by well- 
functioning actors.

The book does not offer an examination of the ubiquitous practice of 
plea bargaining, the pro cess by which some 95 percent of felony con-
victions are obtained.45 Plea bargaining is one of the most obscure and 
troubling aspects of the criminal justice system,46 but it does not readily 
lend itself to psychological experimentation. Still, it warrants noting that 
the problems with the integrity of the evidence discussed in the following 
chapters are bound to affect plea negotiations no less— and, probably, 
even more— than they do criminal trials. Effectively, defendants’ decisions 
to plead guilty are based on sparse, uncertain, and questionable evidence 
that will rarely be subjected to any meaningful scrutiny.

A substantial number of known mistaken verdicts have been caused 
at least in part by conscious and deliberate efforts to distort the truth. The 
culprits in these transgressions have been people with a stake in the out-
come, such as codefendants, and overreaching or corrupt detectives, pros-
ecutors, and forensic examiners.47 Numerous convictions that resulted in 
DNA exonerations  were driven by police misconduct,48 prosecutorial 
misconduct,49 and misleading or fraudulent forensic testimony.50 Deliber-
ate distortions are the most egregious type of miscarriage of justice, espe-
cially when perpetrated by state offi cials. This book, however, focuses 
primarily on the working of the pro cess when all the actors seek to fulfi ll 
their roles honestly and dutifully.

The book should not be taken to stand for the proposition that the 
legal system is entirely insensitive to any psychological aspects involved 
in the production of criminal verdicts. Indeed, the criminal justice sys-
tem embodies a considerable amount of psychological insight. For ex-
ample, the law recognizes the possible effects of leading questions, co-
ercion in the interrogation room, and prejudicial evidence.51 Still, law’s 
psychological sensibilities are mostly frozen at the state of the pre- 
experimental psychological knowledge that prevailed at the time these 
common- law rules  were forged. Law’s intuitions tend to overestimate 
the strengths of human cognition and to underappreciate its limitations. 
There is good reason to update the system with more reliable and nuanced 
knowledge of this complex matter.
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The book’s focus on psychological causes of mistaken verdicts should 
not obscure the fact that the criminal justice pro cess is plagued by a host 
of other factors, which have not been the subject of substantial psycho-
logical experimentation and are thus not discussed  here in any detail. 
The late William Stuntz repudiated the system for the excessive discre-
tion awarded to prosecutors, inconsistent policing, the infrequency of 
jury trials, and the inordinate reliance on plea bargaining.52 Other fac-
tors include insuffi cient access to appropriate legal repre sen ta tion and 
investigation,53 inadequate training and lack of discipline of law enforce-
ment personnel, improper forensic procedures, and the frequent reliance 
on unreliable evidence such as in for mants.54

Methodological Concerns

It must be acknowledged that the research that underlies this project is 
naturally susceptible to methodological concerns. No single study, body 
of research, or experimental method is devoid of methodological limita-
tions. Most notably, applying psychological research to the legal world 
raises concerns over its external validity, that is, the degree to which the 
fi ndings can be generalized beyond the experimental setting to the natu-
ralistic environment.55 Psychologists, who are habitually attuned to situ-
ational infl uences on human behavior,56 are the fi rst to acknowledge that 
experimental fi ndings are sensitive to the specifi cs of the experimental 
design.57 Critics of legal- psychological research observe that the con-
trolled environment of the laboratory differs from the real world in im-
portant ways. The research has been criticized for overstating the import 
of experimental results, and more specifi cally, for the nonrepresentative-
ness of the participants, the disconnectedness from institutional con-
texts, and the inconsequentiality of the tasks.58 This critique places a 
serious burden on researchers’ shoulders. It does not, however, warrant 
a  wholesale dismissal of the research.59

The concerns over the external validity of this body of research are 
largely allayed by its convergent validity.60 The convergent validity of 
this research refers to the combined empirical support derived from rep-
lications of the results from studies that test different stimuli, on differ-
ent populations, in different laboratories, and focusing on different 
facets of the issues. The convergent validity is enhanced also by triangulat-
ing a variety of methodologies, namely, basic- and legal- psychological ex-
perimentation, survey data, fi eld studies, and archival research.61 To be 
sure, not every fi nding mentioned in this book has been subjected to the 
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complete panoply of external- validity verifi cation, though the available 
data invariably indicate consistency and convergence in the fi ndings.

One valid criticism of the experimental method is that it cannot fully 
capture the richness of human per for mance, which is invariably multi-
determined. By design, psychological experiments focus on only one or 
two aspects of the task, while keeping all the other dimensions under tight 
control. The research, then, is not capable of explaining how any of its 
observations would fare if the focal aspect  were allowed to interact with 
each of the numerous other aspects that  were controlled in the par tic u lar 
study. This limitation must be acknowledged, but it does not lead to the 
conclusion that this body of experimentation necessarily exaggerates the 
problems with the criminal justice pro cess. In fact, it seems more likely to 
underrepresent them because many of the hidden interactions actually 
detract from the accuracy of the pro cess.62 The experimental environment 
tends to block out biasing factors such as the actors’ motivations, incen-
tives, subcultures, and personalities, as well as adverse social dynamics, 
emotional arousal, prejudice, and the like.63 Moreover, many of the 
human pro cesses involved in operating the criminal justice pro cess are 
basic- psychological phenomena. People’s per for mance on these tasks is 
barely amenable to improvement, but is very susceptible to contamination 
from poor procedures.

Still, there are reasons to guard against overstating the conclusions 
that can be drawn from the research results. First, the prevalent criterion 
for the validity of experimental fi ndings is the statistical probability that 
they are attributable to the experimental treatment, as opposed to mere 
chance. This criterion does not speak to the strength of the treatment or 
to its absolute values.64 Second, diffi cult cases contain an unspecifi able 
fraction of the array of factors that have the potential to skew the pro-
cess. These factors vary in strength, and they do not all sway the pro cess 
in the same direction. With the exception of extreme cases, the net effect 
of the biasing factors is unknowable. Thus, the experimental fi ndings 
are best understood as heightened propensities, or tendencies. It would 
be imprudent to attempt to determine unequivocally the exact effect of 
any factor or whether a par tic u lar outcome was accurate or mistaken. 
The research can, however, enrich our understanding about which fac-
tors present a risk of error and how best to avoid them.
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Toward Reform: Accurate and Transparent Evidence

The primary objectives of this book are to energize the debate about the 
accuracy of the criminal pro cess and to suggest reforms that would enable 
it to better meet its exacting goals. Given the depth of the foregoing cri-
tique, one might well be tempted to advocate a thoroughgoing restruc-
turing of the criminal justice system. A fundamental institutional rede-
sign, however, is not a proximate objective of this book. Deep institutional 
reforms would relinquish much of the reformative potential of the psy-
chological research. Unlike most other disciplines that are employed in the 
analysis of the legal system, experimental psychology operates at a granu-
lar level that enables offering direct and immediate solutions to specifi c 
problems. It would be a mistake to forego the benefi ts that these solutions 
can yield. Over the years, a number of scholars have proposed profound 
institutional changes to the criminal justice pro cess. Most of these propos-
als have entailed adopting elements from the inquisitorial system prac-
ticed in continental Eu ro pe an countries.65 These proposals warrant serious 
consideration, but they run against the grain of the current Anglo- 
American legal culture,66 and would likely require deep legislative changes 
and perhaps also constitutional amendments.67 Hence, these proposals 
seem unlikely to be implemented in the foreseeable future. In the vein of 
pragmatism, the recommendations offered in this book will be limited to 
reforms that are practical, feasible, and readily implementable in the short 
or medium term. Most of these reforms are targeted directly at law en-
forcement offi cials, lawyers, and judges, and they could be adopted at the 
departmental level and even by the individuals themselves.68

The reasons for reducing the incidence of false acquittals hardly need 
mentioning: escaping a deserved criminal sanction negates the very pur-
pose of the criminal justice system, and thus can undermine the founda-
tion of an ordered society. There are also strong reasons for reducing 
the incidence of false convictions to the lowest feasible level. Most obvi-
ously, infl icting punishment on innocent people constitutes a grave moral 
transgression, and it can also devastate that person’s family and depen-
dents. Preventing false convictions also serves a public safety interest, in 
that every conviction of an innocent person effectively averts the pursuit 
and incapacitation of the true perpetrator. By the same token, uncover-
ing false convictions can lead to the apprehension of the actual perpetra-
tors. In almost one-half of the DNA exonerations, the evidence that 
cleared the innocent suspect also inculpated the true perpetrator.69 In the 
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long run, minimizing false verdicts is bound to enhance the legitimacy of 
the criminal justice system.

Reforming the criminal justice system is a delicate and complex en-
deavor, particularly given the pointed adversarialism that tends to pervade 
all things related to criminal justice. Reforms must be designed not to re-
duce the overall rate of convictions or acquittals, but should be targeted 
as narrowly as possible at false convictions and acquittals.70 Accurate evi-
dence and correct verdicts, rather than partisan advantage, should be the 
goal. The two central recommendations made throughout the book are 
designed to address the most serious problem that affects the accuracy of 
criminal verdicts, namely, the problematic quality of the evidence pre-
sented in many criminal trials.

First, criminal investigations ought to be conducted meticulously ac-
cording to best- practice procedures. Best- practice investigative proce-
dures will ensure that criminal verdicts and plea bargains will be based 
on the most accurate account of the criminal event that can be obtained. 
Specifi c recommendations for some best- practice procedures will be 
offered at the end of each chapter.

In determining which procedures ought to be considered “best prac-
tice,” one ought to think through the implications of the proposed re-
form for both false convictions and false acquittals. Contrary to widely 
held beliefs, criminal justice reform is not always a zero- sum game in 
which reducing one type of error necessarily increases the opposite one. 
Indeed, some of the key recommendations proposed in this book are 
designed to improve the quality of the evidence across the board and 
thus reduce both types of error at once. These win- win reforms include 
the use of computerized systems in eyewitness identifi cation procedures, 
resorting to sophisticated interviewing protocols such as the cognitive 
interview, and, as discussed below, the creation of a complete record of 
the investigative pro cess. A proposed reform should be noncontroversial 
also when it reduces one type of error substantially while causing a mar-
ginal increase, or none at all, in the opposite error. Reforms should be 
deemed justifi ed also when they entail a moderate increase in the oppo-
site error, when the marginal cases are based on evidence that is nomi-
nally correct, but unreliable.71 It is, however, inescapable that some 
policy decisions entail tradeoffs between the two types of error, where the 
respective evidence is of similar reliability. The calculation of such trade-
offs is a complex undertaking because of the unknown distribution of 
truly guilty and innocent defendants in the mix of the cases and the 
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perplexing weighting of the social costs of the respective errors. A full 
discussion of all possible costs and benefi ts of each of the recommended 
reforms lies beyond the scope of this book. While even the more contro-
versial of these recommendations seem to strike a correct balance, they 
could benefi t from further analysis and debate.72

Second, all encounters with witnesses should be recorded in their en-
tirety and the recordings should be made openly available to all parties. 
In other words, the goal is to make the evidence as transparent as possi-
ble. It is important to appreciate that courtroom testimony is usually 
proffered months, sometimes years, following the criminal event.73 Dur-
ing this time, witnesses typically have numerous encounters with the 
legal pro cess. They interact with investigators, cowitnesses, lawyers, and 
other people who have a stake in the outcome of the case, and they are 
subjected to procedures that have the potential to induce error. Over the 
natural course of the pro cess, testimony often changes, as previously un-
reported details come to be included in witnesses’ statements, narratives 
are crystallized, gaps get fi lled, ambiguity fades away, and tentativeness is 
replaced by certitude. In other words, the synthesized testimony that is 
presented at trial often differs from— and is invariably stronger than— 
the witnesses’ raw statements they initially gave the police. Although raw 
testimony is usually the best approximation of the truth, verdicts are in-
variably based on the inferior synthesized version.74

Enhancing the transparency of the evidence should have a very favor-
able impact on the pro cess. Creating a reliable record of the criminal in-
vestigation stands to improve the investigation itself. The record will 
provide law enforcement agencies with a tool for training, oversight, and 
quality assurance. This should promote adherence to best practices and 
deter misconduct. The record could also serve as an informational tool by 
capturing forensic details that would otherwise be missed. Importantly, 
the record will provide access to the witnesses’ raw statements and thereby 
offer a way around the effects of memory decay, contamination, and any 
biases or distortions arising from the investigative and pretrial pro cesses. 
The availability of a record should also have a direct effect on the wit-
nesses themselves because their testimony could be checked against their 
statements to the police. Effectively, courtroom testimony will be given 
under the shadow of the witnesses’ own raw statements. The availability 
of the record should also reduce any pressures applied on the witnesses to 
alter their testimony, and when necessary it could be used to supplement 
or replace the testimony given in court. Transparent procedures will 
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enable fact fi nders to focus on drawing correct inferences from the evi-
dence, rather than conjecturing about its reliability. Greater transparency 
should also help jurors determine whether the testimony might have been 
induced or otherwise biased by the investigation itself.

The combined effect of heightened accuracy and transparency has tre-
mendous potential to improve the per for mance and enhance the integ-
rity of the pro cess. More accurate and transparent evidence is bound 
to improve the ability of all decision makers— investigators, prosecu-
tors, defense attorneys, judges, defendants, and jurors— to make more in-
formed and well- reasoned decisions. Most notably, criminal verdicts 
are bound to be more accurate, and plea bargains are expected to be 
fairer and better calibrated with the defendant’s actual guilt. Greater ac-
curacy and transparency are bound to increase the legal actors’ trust in 
the evidence and limit their ability to distort and hide it, which should 
lead to a reduction in the distrust between the adversarial parties and a 
softening of the contentiousness of the pro cess. The range of plausible 
claims will be curbed, narrowing the opportunities for both unjust pros-
ecutions and frivolous defenses. Greater accuracy and transparency should 
reduce the need to sort out murky facts through the costly, cumbersome, 
and imprecise pro cess of litigation. One can also expect that the height-
ened level of factual clarity will result in fewer appeals, habeas proceed-
ings, civil suits, and damage payouts.

However promising, the proposed recommendations should be con-
stantly subjected to reassessment. Future research may yield somewhat 
different fi ndings and contribute new insights to the policy debate. While 
the available psychological literature is neither perfect nor fi xed in stone, 
it offers a wealth of sorely needed insight into the workings of the crimi-
nal justice system and it can show the way toward important reforms.
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The criminal pro cess is as good as the evidence on which it feeds. In all 
but the simplest of cases, the fact fi nder at trial is bound to be presented 
with a mixed fare, containing unknown shares of accurate and inaccurate 
testimonies. A central claim of the next four chapters is that the single 
most important determinant of evidence accuracy is the police investiga-
tion. This chapter examines the dynamic pro cess by which evidence is 
sought and evaluated. It highlights the risk that investigations will arrive 
at faulty conclusions, even absent any malicious intent. The following 
three chapters examine the accuracy of the types of evidence that are com-
monly used in criminal prosecutions. These examinations emphasize both 
the risk of spontaneous error by the witness and the proneness of the in-
vestigation to induce and shape their testimony. Understanding the work-
ings of police investigations is thus key to an appreciation of the verdicts 
they propagate.

The case of Ronald Cotton provides a rare opportunity to peer into the 
investigative pro cess and to appreciate how closely the psychological re-
search maps onto real- life investigations. Early in the morning of July 29, 
1984, Jennifer Thompson, a white twenty- two- year- old student in Burl-
ington, North Carolina, awoke to fi nd a stranger hovering beside her 
bed. The man put a knife to her throat, forced himself on her, and sexually 
assaulted her. Throughout the ordeal, Thompson made an effort to mem-
orize any feature that could help her identify her assailant. At some point, 
Thompson managed to convince him to allow her to go to the kitchen to 
fi x them drinks. She seized the opportunity to escape through the back 
door, and ran for shelter in a nearby  house.

A tip communicated to the police implicated Ronald Cotton, who was 
out on parole for a conviction for breaking and entering. Cotton, who 
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was African- American, had been convicted as a juvenile for attempting to 
rape a fourteen- year- old white girl. Cotton was tried twice and convicted. 
At his second trial he was convicted for sexual crimes against both Thomp-
son and a second woman who was assaulted in a nearby apartment that 
same night. He was sentenced to life plus fi fty- four years in prison, and his 
conviction and sentence  were ultimately held up on appeal.1

The evidence produced at trial amounted to a compelling incrimina-
tion of Cotton. Thompson provided forceful testimony, which included 
a confi dent identifi cation of Cotton as her assailant. Police investigators 
and the prosecutor stated that she was the best witness they had ever put 
on the stand. At the second trial, Cotton was also identifi ed by the second 
victim. Both victims provided similar descriptions of the man, and both 
reported that he was wearing a distinctive navy blue sports shirt with 
white stripes circling the arms. A bystander witness testifi ed that around 
the time of the crime she saw Cotton riding a bicycle near Thompson’s 
apartment and wearing the blue shirt described by the victims. The res-
taurant own er for whom Cotton had worked testifi ed that Cotton had 
worn a similar blue shirt to work, and that he had also been seen wear-
ing white gloves similar to the distinctive gloves described by Thompson. 
The employer testifi ed also that Cotton had a habit of fondling white 
female waitresses and talking to them about sex. The prosecution’s case 
was bolstered by physical evidence collected from Cotton’s residence: a 
fl ashlight that was said to be similar to a fl ashlight removed by the assail-
ant from the second victim’s apartment, and sneakers that appeared to 
have been the source of a piece of foam found in Thompson’s apartment. 
Cotton’s defense was based on testimony by his family members stating 
that he was at home that night, watching TV and sleeping on the living- 
room couch. That alibi was undermined by the fact that Cotton had pre-
viously given the police an alibi that turned out to be untrue.

Some ten years after his arrest, a DNA test proved that Cotton was not 
the man who assaulted Jennifer Thompson. He was exonerated and re-
leased from prison after serving more than ten years of his life sentence. 
The biological evidence was traced to a convicted rapist, Bobby Poole, 
whose name as a suspect arose after Cotton was already in custody. It 
turns out, then, that the bulk of the evidence implicating Cotton— if not 
every material bit of it— was fl awed. Thompson’s identifi cation of Cotton 
was wrong, as was the identifi cation by the second victim. It is most likely 
that Cotton’s employer never saw him wearing that distinctive shirt or 
uncommon gloves. The fl ashlight picked up from Cotton’s residence was 
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not the one taken from the second victim’s  house, and his sneakers  were 
not the source of the foam found in Thompson’s apartment.

How did all of this inaccurate evidence come into play? A static snap-
shot of the prosecution’s case cannot provide an answer to this question, 
as evidence does not normally provide an account of its own production. 
What is needed is a dynamic account of how the case evolved from the 
initial report to the police through the adjudicative pro cess. This case is 
exceptionally informative thanks to the uncommonly frank and detailed 
reports provided by Thompson and police detective Mike Gauldin. There 
is every reason to believe that Thompson’s testimony was sincere and 
that Gauldin’s investigation was performed conscientiously.2

The key to this prosecution lies in the fact that from the inception of 
the investigation, Thompson had apparently only a faint memory of the 
face of her assailant, Bobby Poole. As discussed in Chapter 3, the frailty 
of her memory was likely due to the dim lighting, the stressful assault, 
and the fact that her assailant was a member of a different race. That 
memory was soon cluttered and possibly also morphed by the arduous 
task of constructing the facial composite sketch. The investigation gained 
considerable momentum once Cotton’s photograph was placed in the 
photo array, and it escalated considerably once Thompson picked it out. 
The identifi cation bore the markings of a weak recognition: it was tenta-
tive, doubtful, and protracted. Any qualms that she might have harbored 
 were probably allayed by Gauldin’s assurance that she chose the man 
whom they had suspected. By the same token, Thompson’s identifi cation 
emboldened Gauldin, placing Cotton in the crosshairs of the investiga-
tion. Gauldin’s search of Cotton’s residence yielded the physical evidence 
that further implicated him in the act. After arresting and questioning 
Cotton, he also discovered that Cotton’s alibi was untrue. Thompson, in 
return, was emboldened by Gauldin’s fi ndings.

The case against Cotton was boosted further when he was picked out 
by Thompson at a live lineup (he was the only person included in both 
procedures). Again, Thompson’s identifi cation was hesitant, slow, and 
insecure. Once again she was reassured and relieved by Gauldin’s confi r-
mation that she had chosen the same man. With the investigation clos-
ing in on Cotton, information that indicated the possible involvement 
of a convicted rapist, Bobby Poole, was disregarded. The case became 
stronger after the bystander stated that she saw Cotton near the crime 
scene wearing the par tic u lar blue shirt, and Cotton’s employer linked 
him to the shirt and to the gloves described by Thompson. At some 
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point, the second victim claimed that she recognized Cotton as her as-
sailant despite having picked someone  else at the lineup.

This dynamic account indicates that the mass of evidence against 
Cotton was triggered by the tip that connected Cotton to the composite 
sketch and was solidifi ed and energized by Thompson’s initial recogni-
tion of Cotton in the photographic array. That fl imsy and erroneous 
identifi cation propelled a pro cess that ultimately produced a confi dent 
identifi cation by Thompson herself, a reversal of a key witness’s testi-
mony (the second victim), another misidentifi cation (the bystander wit-
ness), statements about Cotton’s clothing that  were probably false (from 
Cotton’s employer), and two items of misleading physical evidence. Im-
portantly, the investigation had a parallel effect on Thompson herself, 
transforming her initial hesitance into a formidably confi dent and per-
suasive testimony. By the end of the pro cess, that initial error had esca-
lated into a powerful prosecution that easily convinced two juries and 
passed the muster of an appellate court.

The case of Ronald Cotton epitomizes the phenomenon of the escala-
tion of error. At bottom, even the most compelling prosecutions can be 
the product of a fl imsy or erroneous piece of information that became 
amplifi ed and reinforced as a result of the dynamics of the investigation. 
Similar escalations are observed in the investigations that resulted in a 
large number of DNA exonerations.3 To understand better how investi-
gations can go awry, we turn to criminological and psychological re-
search that illuminates the investigative pro cess.

The Investigative Task

Any discussion of criminal investigations in the United States must be 
qualifi ed by the fact that investigations vary widely among the some 
20,000 law enforcement agencies at the federal, state, and local levels. 
Most criminal investigations are performed by the 13,500 local police 
departments, many of which comprise just a handful of offi cers, with few 
if any trained and specializing in investigative work.4 The following dis-
cussion will refer generally to investigators, a category that encompasses 
mostly police detectives, but also forensic examiners and even patrol offi -
cers, who perform a great deal of evidence gathering. Much of the discus-
sion pertains also to prosecutors, who are often involved in one way or 
another in major investigations, and who are subjected to similar incen-
tives and pressures in the per for mance of their role. In many respects, the 
investigative and prosecutorial pro cesses share similar dynamic properties.
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It must be appreciated that investigating crimes is a genuinely diffi cult 
task. Crimes that receive investigative attention lie mostly in the gray zone 
between easy cases and unsolvable ones. In many instances, investigators 
have too little information to generate leads, while in others they are in-
undated with information that is contradictory or dubious.5 Investiga-
tors are entrusted with a great deal of discretion,6 much of which is not 
readily teachable.7 For example, investigators have discretion in deciding 
whether a crime occurred, which leads to pursue, what physical evidence 
to collect, which witnesses to question, which testimonies to trust, when 
to make an arrest, when to declare the case solved, and when to give up 
on it. Investigations follow an array of formal and informal policies, 
practices, and idiosyncratic habits.8 The investigator’s work is encum-
bered and complicated by departmental directives,9 public expectations,10 
media exposure,11 and the passage of time,12 as well as by limited re-
sources and departmental politics. The prevailing legal rules are oner-
ous,13 and often confusing, at least until interpreted by courts many 
months, even years, down the road. Most importantly, as described be-
low, police investigators are encumbered by strong confl icts that pervade 
their roles. Overall, investigations are conducted in an environment that 
is hardly suited for the delicate and solemn task. The blue- ribbon com-
mittee commissioned by the National Research Council was rather pes-
simistic about the prospects of reforming the investigatory environment 
or improving the capabilities of the police to solve crimes.14

The accuracy of criminal investigations is bound to be determined by 
the interrelated cognitive and motivational dimensions of the task. The 
former pertains to the inferential reasoning involved in any investigative 
endeavor, while the latter pertains to the par tic u lar context of police 
investigative work. Each of these aspects can contribute to investigative 
breakdowns.

Cognitive Factors

Abductive Reasoning

In any investigative task, the pro cess of winnowing the fi eld of possible 
hypotheses to the single substantiated conclusion entails a conceptual 
problem. To determine the validity of a hypothesis, one needs to obtain 
evidence that supports or refutes it. Conversely, because it is impossible 
to seek and test the infi nite amount of evidence that might have any bear-
ing on the case, one needs a hypothesis in order to decide which evidence 
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to test. Hence the circular nature of investigative reasoning: evidence is 
necessary to test hypotheses, while hypotheses are necessary to decide 
which evidence to pursue. This dialectical tension makes the investigator’s 
task a most delicate cognitive endeavor.

A form of bootstrapping, known as abductive reasoning, is probably 
the only feasible method suited for conducting criminal investigations.15 
Abductive reasoning is a recursive pro cess of generating and testing hy-
potheses, geared toward eliminating invalid hypotheses and substantiat-
ing the correct one. The testing of hypotheses has two components: a 
search for information, followed by its evaluation, that is, the drawing of 
correct inferences from that information. While the evaluation of the in-
formation entails logical inference, the generation of hypotheses and deci-
sions about which information to pursue require intuitive and conjectural 
thinking. Hence, police investigative work is described not only as a sci-
ence, but also as a craft, even an art.16 Following in the mold of Sherlock 
Holmes, investigators are valued, even valorized, for the creativity of their 
intuitions.17

Performing this bootstrapping task correctly requires fi ne balancing. 
A lack of imagination will generate too few hypotheses and thus stands 
to miss useful information. Excessive creativity, on the other hand, is 
bound to drain resources on improbable hypotheses and, more impor-
tantly, it can lead the pro cess astray. The primary concern is that the 
evaluative task may be swayed by both cognitive limitations and the 
motivational aspects of the investigative task.

The Confi rmation Bias

A serious concern with the integrity of the investigative pro cess stems 
from the potential stickiness of the focal hypotheses. While to some de-
gree all reasoning pro cesses rely on underlying knowledge and beliefs,18 
unwarranted conformity of incoming information to extant beliefs is a 
cause for concern. Investigative hypotheses are, by defi nition, merely hy-
pothetical scenarios, generated for the sake of exploring par tic u lar lines of 
inquiry. The focal hypotheses must be readily abandoned when they are 
not adequately supported by the evidence, correctly construed. The threat 
of bias borne by inertia in investigative reasoning is highlighted by the 
experimental research on the relationship between extant beliefs and the 
evaluation of new evidence.

The research indicates that even fl imsy thoughts can easily gain traction 
in people’s minds. A number of studies show that merely providing hypo-
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thetical explanations or reasons for an imagined scenario strengthens 
one’s belief in the likelihood of its occurrence. For example, asking people 
to explain why a par tic u lar sports team will win a future game increases 
their belief in the likelihood of that team’s victory.19 Similarly, asking 
people to imagine a certain outcome of a po liti cal election increases their 
belief in the occurrence of that outcome;20 and asking people to explain 
why a par tic u lar mental patient might end up joining the Peace Corps (or, 
conversely, committing suicide) increases their belief in the corresponding 
future scenario.21 The research demonstrates also that people tend to an-
chor their judgments on salient values even when those values are patently 
arbitrary22 and adhere to newly formed beliefs even after the evidence 
that purported to support them has been debunked.23

Research on the confi rmation bias verifi es what Francis Bacon de-
scribed as the “pernicious predetermination” that ensures that one’s 
“former conclusion may remain inviolate,”24 and what Arthur Conan 
Doyle’s fi ctional character depicted as the “twist[ing] of facts to suit 
theories.”25 The key observation of this body of research is that incom-
ing evidence is evaluated in a manner that conforms to the person’s ex-
tant beliefs.26 The bias is defi ned as the “inclination to retain, or a dis-
inclination to abandon, a currently favored hypothesis,”27 and has also 
been dubbed the belief bias,28 and the prior belief effect.29 Researchers 
have also identifi ed the reciprocal disconfi rmation bias, by which evi-
dence that is incompatible with one’s prior beliefs is judged to be weak 
and thus unlikely to disrupt them.30

Confi rmatory reasoning has been demonstrated in a number of classic 
studies. Scientists refereeing an article for publication  were more accept-
ing of it when the results comported with their own beliefs than when 
they contradicted them.31 The academic per for mance of a child was judged 
more favorably when participants  were led to believe that she was a high- 
performing student than when they expected low per for mance.32 The bias 
is strongest in the absence of alternative plausible theories,33 thus confi rm-
ing the adage that “nothing is more dangerous than an idea when it is the 
only one you have.”34 The research on the confi rmation bias spans a 
breadth of domains, including judgments of people,35 public policy,36 sci-
entifi c research,37 consumer products,38 and real estate.39 The bias is ob-
served among novices and experts alike. Doctors and medical students 
have been found to generate hypotheses at very early stages of the exami-
nation, and to adhere to them even in the face of counterevidence.40 
Indeed, premature diagnoses are a leading cause of faulty medical deci-
sions.41 Psychotherapists have been found to detect psychopathology when 
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observing normal people whom they mistakenly believed to be psychiatric 
patients,42 and to interpret ambiguous psychiatric test results as consistent 
with disorders that  were tentatively suggested to them.43

The confi rmation bias has also been observed in studies conducted with 
police personnel, some of whom  were experienced investigators. A series 
of studies with Swedish police offi cers found that incoming evidence was 
judged to be stronger when it confi rmed the offi cers’ preliminary hypoth-
eses than when it disconfi rmed them. For example, eyewitness identifi ca-
tions  were deemed more accurate and photographic evidence was deemed 
more reliable when they supported the investigators’ notions than when 
they contradicted them.44 A study conducted with Dutch police crime 
analysts found that even when special analysts are assigned to challenge 
the investigative team’s prevailing theories, they tend to endorse those 
theories, at the expense of more plausible alternatives.45 A small study 
found that a majority of international fi ngerprint experts judged print 
matches in a manner that conformed to (misleading) information about 
the case. In doing so, most of the experts negated their own previous judg-
ments of the same prints.46

In the context of criminal investigations, confi rmation biases have been 
labeled tunnel vision.47 The incidence of tunnel vision in criminal investi-
gations is boosted by the fact that the majority of arrests are made in the 
early stages of the investigation, often by the responding patrol offi cer.48 
That means that the bulk of the investigatory work is performed well 
after the suspect has been named and placed under arrest. In other words, 
investigations are often conducted under strong prior hypotheses regard-
ing the identity of the perpetrator. The guilt- proneness of the bias is prob-
ably strengthened also by law enforcement personnel’s prevailing atti-
tudes toward questions of law and order. The research suggests that the 
bias is strongest when the prior beliefs are positively related to the person’s 
stable attitudes toward the topic at hand.49 Law enforcement personnel 
tend to subscribe to tough- on- crime worldviews, and are thus more in-
clined to prioritize the value of crime control over the countervailing 
values attached to the protection of innocence.50 It follows that they are 
also more likely to infer guilt.

In sum, the confi rmation bias can wreak havoc in the delicate dialecti-
cal task of abductive reasoning. When the evidence conforms to the hy-
pothesis rather than serving to check it, the reasoning pro cess can lose its 
internal backbone and become even more susceptible to other biasing 
factors, in par tic u lar to the motivational forces discussed below. As with 
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the majority of psychological phenomena discussed in this book, the con-
fi rmation bias need not be driven by conscious or explicit errors. Rather, 
it occurs almost automatically, under the level of conscious awareness,51 
and is likely to be sincerely denied.52 Like most other biases, the confi rma-
tion bias is most likely to occur when the evidence itself is ambiguous.53 
When the evidence is clear- cut, people are less susceptible to be swayed 
by biases.

Motivational Factors

Confl icting Roles

Even greater threats to the integrity of investigations stem from motiva-
tional factors pertaining to police investigative work. The criminal in-
vestigation is a delicate endeavor also in that investigators are entrusted 
with two distinct tasks. For one, investigators must solve the crime. In 
whodunit cases, that typically amounts to identifying and locating the 
perpetrator. In this vein, investigators are expected to search for the best 
explanation for the event. In addition, investigators are entrusted with 
constructing the case in preparation for the state’s prosecution of the 
suspect. This task of case construction typically starts at the point at 
which the suspect is named or taken into custody, and intensifi es as the 
investigation progresses toward its conclusion. The investigative task, 
then, contains an inherent tension between an objective inquiry and an 
adversarial- like endeavor of building a case against the suspect.54 This 
duality can cause a palpable role confl ict. Similar role confl icts are ap-
parent in the work of forensic examiners, whose primary task is to apply 
scientifi c methods to discover the truth, but do so almost exclusively 
on behalf of law enforcement agencies, by whom they are typically em-
ployed.55 Prosecutors, too, are burdened with a dual role, bearing both 
the responsibility to act as an adversarial advocate and as a “minister of 
justice.”56 Operating under these discordant goals might prove to be a 
tall order. The concern is that under some circumstances, the truth- 
seeking goal will be eclipsed by the adversarial one.

Research on motivated reasoning shows that people’s reasoning pro-
cesses are readily biased when they are motivated by goals other than ac-
curacy. These directional goals pertain to any “wish, desire, or preference 
that concerns the outcome of a given reasoning task.”57 Distortions borne 
by motivated reasoning have been observed in the way people interpret 
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information suggesting a threat to their health,58 handle challenges to their 
competence,59 perceive the per for mance of their preferred po liti cal candi-
date,60 judge the sportsmanship of their sports team,61 predict their future 
per for mance,62 and assess the odds of winning a bet on a  horse race.63 
Motivated reasoning has been observed also outside the laboratory.64

It does not take much motivation to skew a reasoning pro cess. A re-
cent study simulating an investigation suggests that the mere assignment 
to an adversarial role can trump the objectivity of the pro cess. The study 
found that participants assigned to investigate a case either for the pros-
ecution or for the defense  were motivated to see their respective side win 
the case, and endorsed a biased view of the evidence that was consistent 
with their role. Those assigned to the prosecution side judged the sus-
pect to be more guilty, whereas the opposite assignment led to more 
judgments of innocence. A third group of participants, assigned to inves-
tigate jointly for both parties, judged the case around midway between 
the two polarized versions, a result that suggests that they  were more 
neutral in the evaluation of the facts and their judgment of the suspect’s 
guilt.65 This adversarial mindset was accompanied by a distrust of the 
(fi ctional) investigator assigned to work on behalf of the opposite side.66 
These adversarial tendencies  were observed in a relaxed experimental 
setting, in the absence of incentives or tangible goals, and despite an 
instruction to be fair and objective.

The motivations in real life are considerably stronger. Not unlike any 
other professional group, criminal investigators take pride in their voca-
tion and derive satisfaction from the execution of their professional duty, 
namely, solving crimes. For example, fi ngerprint analysts in the United 
Kingdom reported feelings of satisfaction, pride, and “a buzz” when fi nd-
ing a match.67 Yet the motivation to clear the case runs deeper. Most 
law enforcement personnel identify themselves as fi ghters in the War on 
Crime.68 Bringing criminals to trial is the noble cause to which they de-
vote their careers and for which some risk their lives.69

Perhaps the strongest goal motivating investigators stems from the 
pressure to clear cases— that is, to arrest and charge the suspect.70 In a 
public announcement of the arrest in the case of Darryl Hunt, the chief of 
police of Winston- Salem, North Carolina, stated: “We spent hundreds of 
man hours on this case but of course, our objective, from the very begin-
ning was to make a charge, and we have accomplished that.”71 Clearing 
cases is the most common mea sure of departmental effectiveness.72 At 
the level of the individual investigator, clearing cases is a mea sure of per-
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sonal success. It refl ects on her professional reputation, standing among 
her peers, and prospects for promotion.73 By the same token, the fail-
ure to close cases can be costly at the departmental and personal levels. 
Low clearance rates are used as a key tool in disciplining management 
within police departments.74 Low rates can also result in demotion of 
investigators to positions of lesser status.75 Indeed, the pressures to clear 
cases has led to occasional distortions and misrepre sen ta tion of crime 
data by police departments in the United States and the United King-
dom.76 The costs of failure are particularly steep in cases considered to be 
high- profi le. Such cases are not limited to sensational or heinous crimes. 
Most violent crimes— especially rape- murders, sex offenses against chil-
dren, and serious felonies committed in small towns or neighborhoods— 
have the potential to destabilize the community and generate heightened 
pressure for its resolution.

The pressure to clear cases is exacerbated by the generally low rate of 
solving cases through detective work. As mentioned in Chapter 1, only 
half of the serious crimes committed are reported to the police, and only 
one in fi ve of these are cleared by arrest. A landmark study by the RAND 
Corporation found that a majority of the serious crimes that get cleared 
are solved during the fi rst encounter with the responding patrolman. 
Even serious crimes are often resolved with the provision of the name of 
the suspect by victims or witnesses, thus obviating the need for detec-
tive work.77 Many crimes that cannot be solved promptly will never be 
cleared.78 Thus, detectives walk away from a great many crime scenes 
knowing that they are unable to do anything to solve them.79 This reality 
fl ies in the face of the pragmatic, action- oriented, and getting- the- job- 
done culture that pervades investigative units.80 The frustration of the 
investigators’ goals is likely to increase their motivation to clear the rela-
tively few crimes that are actually investigated.

Effects of Emotion

It is not hard to see how investigators can get emotionally involved in 
their cases. For one, investigators can develop personal relationships 
with the victims or their families, thus strengthening their resolve to ap-
prehend the perpetrator.81 Investigators are often exposed to the human 
tragedy infl icted by crime and confronted with gruesome crime scenes. 
This exposure has the potential to arouse intense negative emotions, 
particularly anger and also disgust.82
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The research indicates that high levels of anger arousal tend to result 
in shallow pro cessing of evidence and hostile judgments of other people. 
Specifi cally, anger has been found to result in stronger attributions of 
personal blame for negative outcomes, higher propensities to perceive 
other people’s conduct as intentional, lower thresholds of evidence, 
and a stronger tendency to discount alternative explanations and miti-
gating circumstances.83 Anger has also been found to increase reliance on 
ste reo types,84 desire for retaliation,85 and motivation to take action to 
remedy the transgression.86 In a study simulating fi ngerprint analysis, par-
ticipants displayed a heightened tendency to fi nd positive matches after 
being shown gruesome photographs of the putative murder victims.87 A 
study of experienced Swedish police offi cers showed that the arousal of 
anger resulted in superfi cial pro cessing of information and a lack of sen-
sitivity toward exculpating evidence.88 In all of these studies, the person 
being judged was unrelated to the source of the anger. In other words, 
when in a state of anger, people are more harsh in their judgment of any 
other person. It is not hard to see how people would react angrily toward 
a person who is believed to have committed a heinous crime.

Group Membership

Another notable feature of criminal investigations is that they are per-
formed within the social setting of group membership. Investigators gen-
erally view themselves as belonging to the group of people working for 
law enforcement agencies, and who share the common goal of fi ghting 
crime. This in- group includes detectives, patrol offi cers, forensic examin-
ers, prosecutors, and sometimes also victims and witnesses for the pros-
ecution. Importantly, the in- group contrasts itself starkly with the out- 
group, consisting primarily of criminal offenders— who are generally 
deemed to be bad people, often referred to as “scumbags”— and some-
times also their defense attorneys. Suspects can readily be lumped into this 
out- group, whether because of their status as the presumed perpetrator 
or because of their criminal history.

The research indicates that group membership constitutes an impor-
tant component of people’s identity and is integral to their self- concept.89 
People tend to consider their groups to be trustworthy, competent, moral, 
and peaceful, while out- groups are generally regarded as untrustworthy, 
competitive, and aggressive. This in- group favoritism and out- group der-
ogation have been observed in numerous laboratory studies as well as in 

Brought to you by | University of Southern California
Authenticated | mhagedorn@law.usc.edu

Download Date | 3/25/14 9:54 PM



Investigation Dynamics 29

anthropological work.90 This polarization is fueled by the adversarial 
nature of the legal pro cess.

The group setting has the potential to sway criminal investigations 
toward conclusions of guilt. Group members tend to share similar world-
views, beliefs, and ste reo types about out- group members.91 Groups tend 
to exert cohesive forces on their members when working toward the 
group’s shared goal,92 which in the case of criminal investigations is fi ght-
ing crime. The joint endeavor makes the members more prone to reach a 
consensus and to conform to group norms.93 Refl ecting on the successful 
prosecution of a man who was subsequently exonerated by DNA evi-
dence, the prosecutor stated: “Maybe I was too willing to believe what the 
law- enforcement offi cers told me. Maybe I got caught up in the sense that 
the prosecutor and the investigators are all on the same team.”94

Groups, particularly homogeneous groups, have been found to 
search for information in a selective manner,95 display the confi rma-
tion bias,96 and respond to threats with arousal of anger followed by 
superfi cial pro cessing of information.97 Excessive cohesion can reach 
the pathological state of groupthink.98 Importantly, the group setting 
has disinhibiting effects on its members, enabling them to overcome 
inhibitions that would normally prevent them from acting in their 
individual capacities.99 For example, people are more likely to engage 
in binge drinking when that conduct is an acceptable norm of their 
group.100 Groups have been found to be more aggressive than indi-
viduals in electrocuting another person,101 and in forcing adversaries 
to eat hot sauce.102 This heightened aggression is accompanied by a 
reduced sense of moral responsibility.103 Group members are particu-
larly prone to shed moral responsibility when they can attribute pri-
mary responsibility for aggressive behavior to other members of the 
group.104 Group membership also makes it easier for individuals to 
discount, overlook, or turn a blind eye to the misdeeds of other mem-
bers of the group.105

Commitment

Another potential problem stemming from the dynamics of police inves-
tigations is that as the pro cess unfolds, investigators become increas-
ingly invested in the focal hypothesis. They devote signifi cant time and 
resources to pursuing their theory of the crime, and sometimes they in-
vest personal capital in proving it to be correct. This sense of personal 
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investment is likely to be heightened when a suspect has been placed 
under arrest, something that happens routinely once he has been named.

The admission of an error poses a threat to the ubiquitous need to 
maintain a positive self- conception,106 particularly in regard to one’s com-
petence,107 morality,108 and consistency.109 This motivation is understood 
to serve both private and social needs, that is, to maintain a positive 
conception in one’s own eyes as well as in the eyes of others.110

A substantial body of experimental research demonstrates that people 
tend to adhere to their prior courses of action, even in the face of indica-
tions that they  were wrong in the fi rst place.111 One explanation for this 
escalation of commitment stems from a favorable distortion of one’s 
original course of action, which serves to negate any prior fault.112 Studies 
show also that committed people tend to search selectively for informa-
tion to justify their prior decisions rather than prepare themselves for fu-
ture ones.113 Committed people tend also to interpret incoming informa-
tion in a distorted manner that serves to justify those decisions.114 The 
escalation of commitment has been observed also in naturalistic settings. 
A study of NBA teams reveals that costly players receive preferential 
treatment that is not warranted by their per for mance on the court,115 
bank managers tend to be committed to bad loans that they had person-
ally approved,116 holders of theater season passes are more likely to at-
tend the shows if they paid full price for them,117 and managers provide 
infl ated ratings of employees whom they hired.118 Commitment effects 
 were observed in a study that simulated a criminal investigation. The mere 
naming of the suspect at an initial phase of the study led participants to a 
stronger belief in that suspect’s guilt, which resulted in a failure to explore 
alternative theories adequately. These participants sought additional in-
formation to confi rm those initial hypotheses and evaluated it in a way 
that corresponded to those beliefs.119

The research has identifi ed a number of task features that exacerbate 
the escalation of commitment, many of which are likely to be present in 
criminal investigations that go astray. Commitment has been found to 
increase along with increases in the actor’s responsibility for the original 
error,120 the room for concealing the failure,121 the adversity of the out-
come of the original decision,122 the perceived threat entailed by the ex-
posure of the error,123 and the publicity of the original error.124 Paradoxi-
cally, the more egregious the error and the longer it has persisted, the less 
likely it is that it will be corrected.125

Commitment to a faulty course of action is bolstered also by the group 
setting. Groups are prone to escalate their commitment to failing courses 
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of action,126 at times more so than individuals.127 More importantly, 
groups exert strong disciplining powers on their individual members. 
Group deviance draws criticism, hostility, and ostracism, as evidenced by 
the typically harsh reaction to whistle- blowers.128 Groups also retaliate 
more forcefully than individuals.129 The more cohesive the group, the 
more strongly it condemns its deviants.130 Thus, any doubt expressed by 
a law enforcement agent might be regarded as a challenge to the group’s 
consensus and thus also as a breach of loyalty, a value that is valorized in 
police culture.131

Admitting error is complicated further by investigators’ sense of com-
mitment to the soundness of their investigative methods. A botched inves-
tigation punctuates that eyewitnesses cannot always be trusted, memories 
can be mistaken, confessions can be elicited from innocent people, and 
forensic tests can be off the mark. These prospects could be disconcerting, 
especially given that investigators live by these methods, defend them in 
court, and are bound to use them in investigations to come.

In sum, the commitment effect can defl ect incoming information that 
challenges the focal hypothesis, that is, evidence that either indicates the 
innocence of the suspect or implicates a different person in the crime. 
Commitment can thus make it diffi cult to upend an advanced investiga-
tion or indictment, not to mention a conviction.132 While it does not 
take much to become the target of a criminal procedure, it can be very 
diffi cult to reverse that status.133 Strong commitment is observed also in 
the behavior of prosecutors, most notably when they proceed to prose-
cute defendants even after the latter have been exculpated by compelling 
evidence such as DNA testing.134 For example, prosecutors in Orange 
County, California, went forward with the prosecution of an innocent 
man on charges of carjacking and armed robbery even though he had 
been excluded by both DNA and fi ngerprint tests. In defending the deci-
sion to prosecute, Assistant District Attorney Marc Rozenberg explained: 
“If nobody had identifi ed him, we  wouldn’t have prosecuted this case.”135 
Prosecutors persisted with the prosecution of some fi fteen other defen-
dants in the face of exculpatory DNA tests, all of whom  were subse-
quently exonerated.136

Motivations Combined: The Adversarial Pull

The discussion thus far has indicated that in contested cases, investigators 
experience a cumulative set of motivations that drive them toward con-
clusions of guilt. In actuality, the picture is more nuanced. Investigators 
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are undoubtedly motivated also by the goal of fi nding the true perpetra-
tor and avoiding the incrimination of innocent people. Balancing these 
opposing pulls places investigators in the thick of a diffi cult and poten-
tially stressful137 role confl ict.138 Just how investigators resolve the confl ict 
will depend on a host of circumstantial and personality factors.

The concern is that in the demanding circumstances of contested inves-
tigations, the truth- seeking goal will hold less sway. First, from the inves-
tigator’s perspective, the need to avoid false charges is an abstract prin-
ciple, not a concrete incentive. It is a constraint that is often experienced 
as a hindrance to the goal of clearing crimes, hardly a desideratum in its 
own right. Investigators get rewarded and recognized predominantly for 
making arrests, not for refraining from charging innocent people (imag-
ine a chief of police convening a press conference to announce that 
although a dangerous perpetrator remains on the loose, the department 
succeeded in not arresting any innocent persons). Second, the opposing 
goals have very different feedback mechanisms. As mentioned, a failure 
to clear the case can bring immediate and tangible negative repercussions 
upon both the offi cer and the department, especially under the spotlight 
of the media. In contrast, a mistaken suspicion of an innocent person 
might well go undetected. Ironically, mistaken suspicions can be buried 
under compelling (yet mistaken) evidence that was induced by them. The 
prospect that mistakes may come to light months, years, or de cades down 
the line tends not to weigh heavily in the rough- and- tumble exigencies 
of the moment.139 Third, not unlike most other people, investigators are 
likely to hold unrealistically positive views of their own per for mance,140 
and thus tend to believe that they have not erred. Indeed, law enforce-
ment agents and judges tend to believe that virtually no innocent people 
are convicted, at least not in their jurisdiction.141 Finally, investigations 
often gravitate toward the usual suspects, that is, people with criminal 
rec ords. These suspects are often engaged in some form or another of 
criminal activity, and may be deemed to have escaped punishment in the 
past. The investigator might feel less troubled by a false charge made 
against such suspects, and perhaps even welcome the opportunity to rec-
tify their impunity for past misdeeds.

In sum, it is not hard to imagine that under certain circumstances, the 
truth- seeking objective will be overridden by goals and motivations that 
lead investigators toward a more adversarial, conviction- prone stance.142 
This adversarial pull was captured by Justice Robert Jackson’s charac-
terization of “the often competitive enterprise of ferreting out crime.”143 
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To be sure, there are differences in the degree of adversarial pressures 
generated across jurisdictions, departmental procedures, and local pro-
fessional cultures. There is variance also among the people who conduct 
investigations. Investigators differ in their professional temperament, 
which is probably affected by their introspection, integrity, conformity, 
and susceptibility to incentives. There is reason to believe that most law 
enforcement personnel in most police departments withstand the adver-
sarial pressures, and conduct thorough and fair investigations. The 
adversarial pull, however, is likely to wreak havoc in investigations 
conducted under intense pressures and performed by those who lack a 
disciplined professional temperament. The adversarial pull is evident in 
the inculpatory bent of the scientifi c methods developed by forensic sci-
entists. Many of these methods lack adequate scientifi c grounding, and 
some are plainly junk science.144 The truth- seeking objective is most 
likely to be overridden in high- profi le cases, where the pressures to solve 
the crimes are the strongest.145 In some instances, the adversarial pull 
results in deliberate police malfeasance,146 and even entails lying out-
right in court, a practice known as testilying.147 Recall, however, that 
we are interested primarily in conduct that does not involve deliberate 
dishonesty.

Over time, the adversarial pressures that develop in the course of crimi-
nal investigations and prosecutions are bound to become internalized in 
the prevailing culture and practices of law enforcement agencies.148 This 
internalization helps explain the gradual strengthening of tough- on- crime 
attitudes among police offi cers.149 These attitudes, in turn, contribute to 
the inclination to infer guilt.

The Coherence Effect

One of the distinctive features of diffi cult cases is that they entail draw-
ing inferences from multiple evidence items, all of which need to be inte-
grated into a singular factual assessment and expressed in the form of 
a binary conclusion. This task is no light matter given the uncertainty, 
incommensurability, and confl ict within the information that is often 
encountered in the course of investigations. For example, an analysis of 
the evidence presented in the trial of Sacco and Vanzetti identifi ed more 
than 300 facts and propositions.150 A cognitive pro cess is needed also 
to integrate the available information with other aspects of the task, 
including the person’s motivational and emotional responses to it. The 
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cognitive pro cess that performs this integrative task poses another threat 
to the accuracy of the investigative task.

The integration of evidence in complex decision tasks lies at the core 
of the body of research on the coherence effect. This psychological phe-
nomenon can be encapsulated by the Gestaltian notion that what goes 
together, must fi t together. Complex tasks can be solved effectively and 
comfortably when they are derived from coherent mental models of the 
case at hand,151 that is, when the conclusion is strongly supported by the 
bulk of the evidence. This coherence effect is driven by a bidirectional 
pro cess of reasoning: just as the facts guide the choice of the preferred 
conclusion, the emergence of that conclusion radiates backward and re-
shapes the facts to become more coherent with it.152 This pro cess occurs 
primarily beneath the level of conscious awareness.153 The coherence 
effect has been observed in decision- making tasks as well as in tasks that 
involve general cognitive pro cessing such as memorization of informa-
tion or recounting it to another person.154 In itself, the coherence effect 
is probably adaptive, in that it enables people to reach conclusions and 
make decisions even when the task is most complicated and diffi cult. 
Still, this phenomenon has serious implications for both the investiga-
tive and adjudicative pro cesses.

First, coherence is achieved by spreading the evidence apart into two 
(or more) clusters, each corresponding to a different conclusion. The 
evidence supporting the emerging conclusion becomes stronger, while 
the evidence supporting the rejected conclusion wanes. Thus, the cogni-
tive pro cess transforms the evidence from an initial state of confl ict into 
a lopsided evidence set that clearly supports the decision. In other words, 
the evidence comes to cohere with the emerging decision. This spreading 
apart results in the dominance of one conclusion over the other, thus 
enabling confi dent action. For example, one study presented participants 
with a theft case that contained a range of unrelated evidence items, in-
cluding an eyewitness identifi cation, a possible motive, an unexplained 
possession of money, and an alibi claim. The study found that people 
tended strongly to evaluate the evidence in a coherent block, all pointing 
toward either inculpation or exculpation.155 The spreading apart en-
ables people to reach concrete conclusions even when they originally 
perceived the evidence as ambiguous and confl icting. It must be appre-
ciated that to some degree, the apparent strength of the evidence that 
enables confi dent action is an artifact of the cognitive pro cess rather than 
an objective assessment of the case at hand. Thus, investigators will tend 
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to perceive the evidence that supports their conclusion as stronger and 
more corroborative than it really is.

In itself, the coherence effect is nondirectional, in that it can infl ate 
judgments of guilt and innocence alike. However, in combination with 
other biasing factors— notably, motivations and confi rmatory biases— it 
can sway the judgments of the entire case in the direction of those fac-
tors.156 The coherence effect can be seen operating in the abovementioned 
study of the confi rmation bias in judgments of Swedish police investiga-
tors. When the witness’s account was consistent with the investigators’ 
theory of the crime, the investigators also judged her to be more reliable, 
the witnessing conditions to be better, and the memory loss over the 
seven- day interval to be less harmful.157 Similarly, the abovementioned 
study that simulated an investigation found that the ambiguous fact pat-
tern was evaluated in a manner that cohered with the participants’ as-
signed roles.158

A second feature of the coherence effect is that information items are 
not evaluated in de pen dently, but rather according to how they fi t into the 
mental model of the task. As a result of the interconnectivity of the 
Gestaltian pro cess, any evidence item can impact all other items, and ulti-
mately the entire case. One important facet of this nonin de pen dence 
feature is that including an evidence item that is strongly inculpating can 
make the entire evidence set appear inculpating, just as including an ex-
culpating item can result in a conclusion of innocence. This nonin de pen-
dence naturally adds a directional dimension to coherence shifts, driving 
the entire set of evidence toward the corresponding conclusion. This 
phenomenon of circuitous infl uences was observed, for example, in the 
abovementioned study of a theft case. Adding information that placed 
the suspect near the scene of the crime resulted in a higher rate of convic-
tions, as one would expect. Interestingly, it also resulted in more inculpat-
ing evaluations of all the other evidence items, such as greater trust in the 
eyewitness’s identifi cation, and a weaker belief in the defendant’s expla-
nation for his possession of money days after the theft.159 Similarly, de-
scribing the defendant in a libel suit as motivated by good intentions led 
to the strengthening of various legal and factual reasons supporting his 
defense, whereas portraying him as motivated by greed resulted in op-
posite inferences.160 In the absence of any direct relationship between 
these extraneous manipulations and the rest of the case, one must infer 
that these infl uences occurred through the circuitous connections of the 
cognitive system.
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Circuitous infl uences  were observed incidentally in a number of stud-
ies that showed how extraneous evidence can contaminate witnesses’ 
statements. Eyewitnesses  were more likely to pick the suspect at a lineup 
when they  were told that he had confessed to the crime, and  were less 
likely to identify him when told that another suspect had made a confes-
sion.161 In a series of studies discussed in Chapter 3, eyewitnesses who 
identifi ed the wrong person at the lineup  were provided with (fi ctitious) 
affi rmation of their identifi cations (“Good, you identifi ed the suspect”). 
In addition to infl ating the witnesses’ confi dence in their identifi cations, 
this feedback also distorted a range of judgments surrounding the wit-
nessing of the criminal event, including the witnesses’ assessment of how 
good a view they got of the gunman, how well they  were able to make 
out the specifi c features of the gunman’s face, how much attention they 
 were paying to the gunman’s face, how easy it was to identify him, and 
how quickly they picked him out at the lineup.162 These judgments can 
be of considerable signifi cance to the outcome of the case, in that they 
are typically viewed by third parties— investigators, prosecutors, and 
jurors— as indicators of testimony reliability. Given that all these identi-
fi cations  were wrong (actual targets  were not placed in the lineups), the 
apparent corroboration is misleading.163

Circuitous infl uences  were observed incidentally also in studies con-
ducted with experienced criminal investigators. Polygraph examiners  were 
more likely to interpret ambiguous physiological data as indicative of 
deception when told (fi ctitiously) that the suspect had confessed to the 
crime.164 Fingerprint examiners from a number of countries  were likewise 
infl uenced by (fi ctitious) knowledge that the suspect had confessed to the 
crime or that he was under arrest at the time.165 The contaminating poten-
tial of circuitous infl uences poses a serious concern in police investigations, 
as it does for jury decision making as discussed in Chapter 6. Investigators 
are often exposed to a variety of information of varying reliability from 
in for mants, fellow detectives, witnesses, media reports, and physical evi-
dence. Exposure to any such erroneous information can sway the eval-
uation of the incoming evidence and thus infl uence the direction of the 
investigation.

Five Mechanisms of Biased Reasoning

It would be helpful to briefl y describe fi ve common mechanisms by 
which biasing pro cessing operates. Recognizing these mechanisms could 
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assist in identifying biased reasoning pro cesses. The mechanisms can 
work in de pen dently or in combination.

Selective framing strategy.    One way of enhancing the compatibility of 
evidence with a preferred conclusion is to frame the inquiry in a manner 
that affi rms the salient hypothesis. This mechanism, observed early on by 
Jerome Bruner and colleagues,166 has been replicated in numerous studies 
and been labeled the positive test strategy167 and the verifi cation bias.168 
The strategy has been described as looking for “features that are expected 
to be present if the hypothesis is true.”169 For example, when people are 
instructed to determine whether a conversation partner is an introverted 
person, they tend to ask questions that confi rm introversion (for example, 
“In what situations do you wish you could be more outgoing?”), and to 
phrase the questions in the opposite form when being asked to determine 
whether the person is an extrovert (for example, “What would you do if 
you wanted to liven things up at a party?”).170 It is not hard to see that 
different ways of framing the investigative task will result in different 
courses of action. As discussed in Chapter 4, subtle differences in the phras-
ing of questions can readily affect the responses given by witnesses. A 
positive test strategy will naturally yield leading questions that drive the 
witness toward affi rming the interviewer’s implicit assumptions. As dis-
cussed in Chapter 5, a study simulating an interrogation found that inter-
rogators who  were led to believe in a higher likelihood of guilt asked 
more guilt- presumptive questions, which in turn elicited responses that 
made the suspect look more culpable.171

Selective exposure.    Another way to reach par tic u lar conclusions is to 
choose which evidence to examine for the purpose of testing the chosen 
hypotheses. The research indicates that people tend to selectively expose 
themselves to information that confi rms their focal hypothesis and shield 
themselves from discordant information.172 This pattern is readily ap-
parent in people’s choices of news media (compare the po liti cal attitudes 
of the viewers of Fox News and MSNBC).173 Likewise, recent car pur-
chasers tend to read advertisements of the car they bought more often 
than of other cars they considered but did not buy.174 Experimental 
evidence includes fi ndings that people are more likely to seek favorable 
rather than unfavorable information about themselves.175 The selectiv-
ity of exposure becomes more acute when the information is scarce,176 
which is often the case in criminal investigations. Selectivity can also 
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take the form of actively seeking evidence that is expected to inhibit a 
countervailing hypothesis.177

Selective scrutiny.    Desired conclusions can also be derived by altering 
the standard for validating the incoming information. The research dem-
onstrates that people tend to scrutinize information that is incompatible 
with their conclusion, but apply lax standards when assessing the validity 
of compatible information.178 When people contest adverse positions, 
they spend more effort, generate more refutational thoughts, and muster 
more redundant counterarguments.179 People who receive unfavorable 
results from a putative intelligence test tend to challenge its validity, but 
accept it at face value when they receive a favorable score.180 Likewise, 
people react skeptically to a medical diagnostic test when it indicates that 
they are susceptible to a disease, but tend to accept it readily when it fi nds 
no such indication.181 A study of peer reviewers of a scientifi c publication 
found that the referees  were more likely to notice a typo in the submitted 
article when the result of the research contradicted their beliefs.182

Biased evaluation.    The objectivity of the evaluation is key to the integ-
rity of any investigation. Yet the most ubiquitous form of biased reason-
ing occurs through a distorted evaluation of evidence. Biased evalua-
tion183 features in the bulk of the abovementioned research, including 
evaluating a shove as either jovial or aggressive depending on the race of 
the actor,184 maintaining that your preferred po liti cal candidate did bet-
ter at a debate than his rival,185 believing that a physical encounter in 
a football game was a foul if it was committed by the rival team but a 
legitimate hit if it was committed by a player on your favorite team,186 
and infl ating the odds that your chosen  horse will win a race.187 Biased 
evaluation fi gures also in the studies that fi nd distorted judgments in the 
testing of forensic evidence.188

Selective stopping.    Finally, a limited body of research suggests that 
people tend to shut down inquiries after having found a suffi cient amount 
of evidence to support their leading hypothesis.189 This means that police 
investigations might be aborted prematurely. In par tic u lar, the inquiry 
might be stopped before information that tends to refute the police’s hy-
potheses has been adequately considered.190 As a veteran Dallas detective 
explained after learning that his investigation had incriminated an inno-
cent man, “You think you have a slam- dunk case, and so you don’t go in 
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there and dot your I’s and cross your T’s.” The detective added that it is 
only after the conviction has proved to have been mistaken that it “comes 
back to bite you.”191

The Opacity of Investigations

There is reason for hope that investigative errors would be corrected by 
the mechanisms of oversight that are embedded in the criminal justice 
pro cess. After all, the investigator’s work product is subjected to the 
judgments of superiors, prosecutors, judges, defense attorneys, and ju-
rors, all of whom are designated to assess the evidence with a critical 
eye. This institutional oversight parallels the psychological construct of 
accountability, wherein people anticipate being called on to justify their 
per for mance to others. The construct implies that one expects to gain 
praise or suffer negative consequences depending on how she is deemed 
in the eyes of an intended audience. As developed in the research of 
Philip Tetlock and his colleagues, accountability can improve otherwise 
inferior per for mance through a pro cess of preemptive self- criticism, by 
which people anticipate and preempt the expected objections of their 
would- be critics. Accountability has been found to lead to closer atten-
tion to evidence, higher calibration between confi dence and accuracy, 
increased sophistication of thought pro cesses, and lower effects of emo-
tions on unrelated judgments.192

Still, despite the multilayered oversight built into the criminal justice 
pro cess, accountability might not yield its intended effects. Naturally, the 
ameliorative effects of accountability are limited to situations in which the 
relevant audience is well informed about the issue at hand.193 Account-
ability is not a viable construct for people whose conduct remains out of 
sight. In other words, accountability depends on transparency, but crimi-
nal investigations are invariably opaque. Recording practices vary among 
investigative agencies, but are rarely complete or objective. By their own 
admission, 33 percent of lineup administrators fail to keep any written 
reports of the lineups, and 27 percent do not keep a photographic record 
of the procedure.194 In many jurisdictions, only 7 percent of administra-
tors videotape the lineup procedures.195 This opacity deprives outside re-
viewers of information such as witnesses’ choices, confi dence, other state-
ments about the suspect, the speed of the choice, and any statements 
made by the administrator. As discussed in Chapter 6, this information 
could be vital to the assessment of the identifi cation. In about one- half of 
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the eyewitness identifi cation cases that have been decided by the U.S. 
Supreme Court, the Court noted the incompleteness of the record of the 
procedure (yet proceeded to discuss the reliability of the identifi cations— 
invariably, favorably— with no apparent concern over the missing 
information).196

In the bulk of interviews with cooperative witnesses, the record con-
sists mostly of retrospective paraphrases jotted down by the investigator. 
These practices result in a loss of a considerable amount of information 
provided by the witness in almost all of the questions asked. For ex-
ample, an experiment with forensic and child ser vice interviewers found 
that between 20 percent and 40 percent of details provided by children 
and more than 80 percent of the interviewers’ questions  were omitted 
from the interview reports.197 Similarly, a fi eld study that tested real- life 
interviews of child abuse cases found that even when taking contempora-
neous verbatim notes, interviewers missed about one- quarter of the de-
tails reported by witnesses and omitted more than one- half of the sub-
stantive questions that they had asked.198 A study with experienced police 
investigators in Florida found that their reports missed some two- thirds 
of the information stated by the witnesses and did not include any of the 
questions that they had asked.199 There is little reason to expect that wit-
nesses will remember much more. This opacity is problematic, since er-
rors can be induced in barely noticeable ways, such as by subtle phrasing 
of questions or mere hints of suggested information. The absence of a 
reliable record is particularly acute in the context of interrogations of 
suspects, where disputes often arise over both the content of the state-
ments attributed to the suspect and the investigative means used to elicit 
them. As investigators are aware, in the bulk of these swearing contests, 
their word is trusted over the suspect’s. In sum, the opacity of investiga-
tions obscures much evidence from the legal actors and gives investiga-
tors little reason to be worried about accountability.200

The Investigation of Brandon Mayfi eld

The investigation of Brandon Mayfi eld, an Oregon lawyer suspected of 
involvement in an Al Qaeda terrorist attack, provides a good illustration 
of the potential of police investigations to go astray. This case is instruc-
tive in that it has been the subject of especially thorough inquiries, one 
conducted by the FBI and one by the Offi ce of the Inspector General of 
the Department of Justice (DOJ).201 The Mayfi eld affair jolted the fi nger-
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print identifi cation community, which has long insisted on an error rate 
of zero, a claim that has been endorsed repeatedly by the courts.202 The 
affair also demonstrates that even highly regarded professionals in a fl ag-
ship law enforcement laboratory can get swept up in the dynamics of an 
investigation gone awry and ultimately insist on improbable conclusions.

In March of 2004, the FBI was called on to assist the Spanish National 
Police with the investigation of a massive terrorist attack by Al Qaeda on 
commuter trains in Madrid. A computerized fi ngerprint identifi cation sug-
gested Mayfi eld as a possible match with the latent prints of a person im-
plicated in the attack. It is not hard to see why Mayfi eld seemed like a fi t-
ting suspect. Mayfi eld, an army veteran, had converted to Islam and was 
married to an Egyptian woman. He had previously represented a Muslim 
man convicted of terrorist conspiracy in a child custody dispute.203

A high- ranking FBI fi ngerprint specialist examined the prints and 
concluded a positive match. The match was subsequently confi rmed by a 
retired FBI examiner with over thirty years of experience. The pro cess 
was overseen by a specialist who headed the FBI’s Latent Print Unit. Two 
weeks later, federal prosecutors applied to federal court for a warrant to 
search and detain Mayfi eld as a “material witness.” The application was 
based primarily on FBI affi davits stating that the match provided a “100% 
identifi cation of Mayfi eld.”204 Mayfi eld was arrested, and reportedly was 
told that he was being investigated in connection with crimes punishable 
by death.205 The FBI’s conclusion was subsequently confi rmed by another 
fi ngerprint analyst who was appointed by the court. Soon thereafter, how-
ever, the Spanish Police found that the latent prints actually matched an 
Algerian national by the name of Daoud Ouhnane. After reviewing the 
indisputable match with Ouhnane’s prints, the FBI withdrew its identifi -
cation of Mayfi eld and released him.

From the moment that Mayfi eld’s prints  were declared a match with 
the Madrid train bomber, the investigation rolled ahead like an un-
stoppable freight train. As the author of the FBI report stated, “Once the 
mind- set occurred with the initial examiner, the subsequent examinations 
 were tainted.”206 The FBI’s motivation to name Mayfi eld as the suspect is 
also apparent. It is not a fancy speculation to state that the FBI was 
keenly interested in cracking the identity of the Madrid train bombings. 
Identifying the terrorists would have been benefi cial in securing the co-
operation of the Spanish government, then a reluctant ally of the United 
States in the Iraq war. The prospect of solving an Al Qaeda attack perpe-
trated on the soil of a friendly Eu ro pe an country would also have been a 
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boon for the United States in its Global War on Terror. Finally, linking an 
American Muslim to an Al Qaeda ring would have provided a justifi ca-
tion for the government’s domestic antiterrorism efforts and garnered 
support for its controversial legislative agenda, notably the Patriot Act. 
Indeed, the high profi le of the Mayfi eld case was cited in the FBI report 
as a central reason for the faulty fi ngerprint match.207

The Mayfi eld investigation manifests the FBI examiners’ selective 
exposure to the available evidence. As the DOJ report points out, some 
of the print similarities considered important by the FBI  were visible in 
only one of the several sets of Mayfi eld’s prints that  were available.208 In 
other words, the examiners focused on the source of information that 
provided evidence that confi rmed the hypothesis, while ignoring equally 
reliable information that contradicted it. The examiners also treated the 
evidence with selective scrutiny. The comparison of the prints relied on a 
number of similarities within extremely tiny details of the prints (“Level 
3” details), whose validity is considered controversial.209 Unhindered by 
these concerns, the Mayfi eld examiners cited similarities in numerous 
tiny details to justify their match.210 At the same time, they completely 
dismissed the fact that the entire upper left portion of the latent print 
did not correspond with Mayfi eld’s print.211

Biased evaluation permeated this investigation. The FBI claimed to have 
found fi fteen points of similarity between the sets of prints. According to 
the DOJ report, the examiners interpreted some murky and ambiguous 
details in the latent print as similar to Mayfi eld’s.212 It also turned out that 
the latent print originated from Daoud’s right middle fi nger, whereas 
the FBI matched it to Mayfi eld’s left index fi nger.213 The examiners also 
engaged in “backward” reasoning that led them to “fi nd” additional simi-
larities that did not exist.214 The case also manifests the effects of group 
membership. As noted in the FBI report, the analyses of the second and 
third FBI examiners  were likely constrained by the pressures of cohesion: 
“To disagree was not an expected response.”215 The effect of group 
membership was evident also in the FBI examiners’ apparent overconfi -
dence and sense of superiority to their Spanish counterparts.216

Perhaps most notable in this case was the FBI team’s commitment to 
the initial identifi cation of Mayfi eld. Days after learning of the FBI’s con-
clusion, the Spanish police notifi ed the FBI that the match was “negativo.” 
This red fl ag failed to spur a reexamination of the FBI’s fi ndings. Rather, 
the agency elected to arrange a meeting with its Spanish counterparts in 
Madrid to persuade them of the validity of the match. The meeting, held 
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eight days later, did not go well. As reported by a Spanish offi cial, the FBI 
insisted that the prints shared fi fteen similar “points,” whereas the Span-
iards found only seven similarities.217 The Spanish representatives kept 
pointing out discrepancies between their analysis and that of the FBI, but 
these “did not seem to sink in with the Americans.” “They had a justifi ca-
tion for everything,” explained the head of the Spanish fi ngerprint unit, 
“But I just  couldn’t see it.”218 At the conclusion of the meeting, the FBI 
extracted a promise from the Spaniards to reexamine the prints. The pres-
sure from the FBI persisted. As the Spanish offi cial explained, for three 
weeks following the meeting, the FBI “called us constantly,” “they kept 
pressing us.”219 The Mayfi eld case also punctuates the problems that stem 
from the opacity of the investigation. Even though this investigation was 
conducted in the comfort of an FBI facility, the examiners did not record 
the reasons that led them to their conclusions.220 The precise reasons for 
this investigative debacle thus remain unknown.

This case also demonstrates that a commitment to an erroneous inves-
tigation can cause a secondary contamination of the adjudicative proce-
dure. In attempting to justify the faulty investigation to the court, FBI 
personnel and their lawyers made unfounded and distortive statements in 
support of Mayfi eld’s arrest warrant. The government misrepresented the 
uncomfortable discrepancy with the Spanish police analysis, stating that 
the Spaniards had “felt satisfi ed” with the FBI’s conclusions and promised 
to reexamine their fi ndings.221 The FBI was also hard pressed to show that 
Mayfi eld had actually traveled to Spain: there was no record of his travel, 
and he did not own a passport. With no evidence to support the claim, the 
federal government’s affi davit stated: “It is believed that Mayfi eld may 
have traveled under a false or fi ctitious name.”222 In an apparent attempt 
to link Mayfi eld with the Madrid bombings, federal agents claimed to 
have confi scated “miscellaneous Spanish documents” from Mayfi eld’s of-
fi ce and home. According to a source close to Mayfi eld, these documents 
 were his young children’s Spanish homework.223

It is worth noting that the evidence produced by the FBI would prob-
ably have suffi ced to have Mayfi eld convicted and sentenced to death. 
He was confronted with unwavering inculpating evidence from the most 
prestigious crime laboratory in the land, grounded in scientifi c testimony 
and backed up by a court- appointed expert. Under normal circumstances, 
it would have been close to impossible to uncover the FBI’s error. Absent 
the verifi able and indisputable match to the true suspect, Mayfi eld’s fate 
could have been quite different.
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Recommendations for Reform

This chapter has examined the manner in which police investigations are 
conducted and has emphasized their dynamic properties. The discussion 
indicates that properly conducted investigations require delicate cogni-
tive pro cessing that might not be afforded in the harsh realities of con-
tested criminal investigations. In themselves, the cognitive biases are 
mostly nondirectional, in that they merely bolster investigative conclu-
sions regardless of whichever conclusion they support. However, the pro-
cess can be swayed strongly by a variety of motivational forces, which 
tend to pull investigations toward adversarial, guilt- confi rming conclu-
sions. In reality, the cognitive and motivational phenomena often operate 
contemporaneously, producing a potent recipe for biased pro cessing.

The foregoing analysis has focused on the investigators themselves, 
particularly how they seek, test, and evaluate information. It must be 
acknowledged that this discussion speaks to only one dimension of the 
dynamic pro cess. It omits the crucial dimension pertaining to the impact 
of the investigation on the evidence that it produces, primarily, on 
 human testimony. The next three chapters examine how investigative be-
liefs can seep into witnesses’ testimony and induce it to conform to 
them. Hence the escalating dynamic of investigations: investigators’ hy-
potheses tend to generate confi rmatory testimony that bolsters those 
hypotheses and turns them into fi rm conclusions. As discussed in Chap-
ter 6, this pseudo- corroboration can have a strong impact on criminal 
outcomes. Investigations that begin with an initial mistaken conception 
of the case are prone to perpetuate that error. This is mostly likely to 
occur in investigations in which the adversarial pull is particularly strong.

While adversarialism is one of the hallmarks of the Anglo- American 
adjudicative pro cess, it seems hardly controversial that it is fundamentally 
unsuitable in the investigative phase of the pro cess. To have any chance to 
succeed as a fact- fi nding device, adversarialism requires a contest between 
opposing accounts of the facts. In reality, investigations are virtually mo-
nopolized by the police and other state investigative agencies. The state 
has virtually exclusive access to the crime scene, the physical evidence, the 
databases, the victim, and most witnesses. The state also has exclusive 
power to search, seize evidence, place people under arrest, and wield its 
prosecutorial power as a threatening device. In contrast, the defendant is 
afforded a very limited scope for conducting investigations, especially 
when she is incarcerated. Yet even if suspects enjoyed equal investigative 
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powers, the vast majority of non- white- collar suspects could not afford 
to avail themselves of them. Effectively, investigations are driven by a 
one- sided quasi- adversarial pro cess, on which the accounts of the state 
go largely unchecked and unopposed. Like one hand clapping, this one- 
sidedness guts any virtue that the adversarial procedure might have har-
bored, yielding an unfi tting method of truth discovery. The following 
discussion examines possible avenues to enhance the accuracy of police 
investigations.

Debiasing: Considering Alternatives

A natural approach to tackle the confi rmation bias is to debias it. One 
possible way to do so is by promoting a healthy skepticism and lateral 
thinking, that is, by introducing mechanisms for the generation of alter-
native hypotheses.224 Suggestions along these lines have been introduced 
in police training in the United Kingdom,225 and have been mandated 
by Canadian courts.226 One concrete experimental intervention that has 
been used with some success is instructing people to “consider the op-
posite” hypothesis.227 Instituting this practice in criminal investigations 
could be done via forcing investigators to consider alternative hypothe-
ses and elaborate on the reasons for rejecting them.

To be sure, this intervention should be welcomed, but it should be 
acknowledged that its effectiveness will likely be limited. Debiasing in-
structions have been found to be successful in correcting relatively weak 
cognitive failures, such as where lines of thought  were neglected because 
of lack of suffi cient attention.228 They have proved less successful in cor-
recting reasoning pro cesses where cognitive biases  were compounded 
by motivational factors.229 There is reason to suspect that debiasing in-
structions will fall short of overcoming the strong motivational biases 
that are often present in contested criminal investigations. Moreover, 
this intervention can backfi re, resulting in the bolstering of the focal 
hypothesis.230

Functional Separation

Another possible way of promoting the integrity of investigations is to 
introduce procedures designed to provide a critical appraisal of the focal 
hypothesis. The objective would be to scrutinize investigations and cor-
rect them when they go askew. Dialectical reasoning is an intervention 
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that designates some of the team members to offer a countertheory to 
the prevailing focal hypothesis in order to instigate a structured debate 
about the merits and weaknesses of the vying hypotheses.231 This tech-
nique has been found to reduce commitment to prior choices.232

Although functional separation is an elegant solution, in practice it is 
a complicated proposition and there is reason to doubt whether it will 
reap the intended benefi ts. The interventions can be effective when the 
designated intervener is driven by authentic dissent to the emerging hy-
pothesis, but are in effec tive when the dissent is contrived through tech-
niques such as role- playing.233 Genuine separation is diffi cult to gener-
ate, especially when the personnel designated to propound opposing 
views actually share the same viewpoints. In the context of criminal in-
vestigations, the designated dissenters will typically come from the ranks 
of the same agency as their counterparts, and they are likely to have 
undergone similar training and to hold similar attitudes toward issues of 
law and order. A failure of separation appears to have been the case in the 
study with the Dutch police crime analysts, whose function is to serve the 
role of dev il’s advocates. Recall that the critical contribution of those ana-
lysts was undermined by their tendency to confi rm the investigative team’s 
prevailing theory, while ignoring plausible alternative hypotheses.234 Simi-
lar problems seem to be limiting the effectiveness of magistrates in the 
French legal system.235

Even if successful, functional separation might not endure. Dissenters 
are generally disliked,236 and that could render them less infl uential in the 
long run. Moreover, genuine psychological separation is bound to be 
accompanied by the pathological features of intergroup confl ict, which 
could encumber the investigative pro cess and obstruct meritorious inves-
tigations. Furthermore, failed interventions might even backfi re. Acknowl-
edging countertheories and summarily refuting them might provide deci-
sion makers with a hollow sense of having addressed all objections, and 
thus result in heightened confi dence in the correctness of their conclu-
sions.237 That appears to have happened in the Brandon Mayfi eld investi-
gation. Recall that the expert appointed by the court arrived at the same 
erroneous conclusion as did his FBI colleagues, thus bolstering the FBI’s 
blunder.

Still, with careful design and in the correct cultural climate, functional 
separation can operate successfully. The offi ce of the District Attorney of 
Dallas County, under the stewardship of Craig Watkins, is a promising 
example. Watkins has brought the question of accuracy to the fore, and 
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in 2007 he established an internal Conviction Integrity Unit. This unit is 
designed to review and re- investigate legitimate claims of innocence by 
convicted inmates.238 Within four years of its operation, fourteen con-
victed inmates have been exonerated.239 Other jurisdictions have estab-
lished innocence commissions, which are quasi- judicial entities designed 
to reexamine convictions of inmates who can show a plausible case of 
innocence.240 Functional separation would be most effective and benefi -
cial if it prevented innocent people from being charged and convicted in 
the fi rst place.

Restructuring the Investigative Authorities

The most ambitious way to defuse the quasi- adversarial nature of inves-
tigations is to revamp the institutional incentives and motivations under 
which investigators operate. Most importantly, eliminating the goal of 
clearing crimes should go a long way to reduce the institutional pressures 
on them to reach conclusions of guilt. This reform would replace the cur-
rent incentive structure with one driven by the goal of truth- seeking. To 
achieve this, one could imagine transferring the investigative responsibili-
ties from the police to an authority that is not directly responsible for 
fi ghting crime. A good candidate would be a judicial branch body estab-
lished for this purpose.241 Investigations would be overseen by specially 
trained judges and conducted by professional investigators. Criminal 
investigations would be conducted much like investigations of aviation 
accidents conducted under the authority of the Federal Aviation Author-
ity. Investigative reports would contain a full exposition of both inculpat-
ing and exculpating evidence, and would be shared with the prosecution 
and the defense.

This proposed reform would require a sweeping overhaul of large bu-
reaucratic entities. As discussed in Chapter 1, deep reforms of this nature 
ought to be considered seriously. The recommendations offered in this 
book, however, focus on changes that are feasibly implementable in the 
short and medium term, and that can be adopted even at the departmen-
tal or personal level.

Transparency: Electronic Recording of Investigations

The most promising and feasible avenue for enhancing the objectivity of 
criminal investigations is to make them transparent. This is one of the 
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two single most important recommendations proposed in this book. All 
interactions with would- be witnesses— including all lineups, interviews, 
and interrogations— should be recorded and preserved in their entirety. 
Meticulous rec ords should be made also of other investigative proce-
dures, especially forensic testing. The recording should be made in the 
best available medium, which would normally be audiovisual. The re-
cordings should also include unfruitful investigative efforts, even if they 
are not used in court, such as interviews with witnesses whose state-
ments do not support the prosecution. Importantly, the record should be 
made available to all parties involved in the case.

As discussed in the following chapters, the creation of a complete 
and reliable record of investigations is bound to soften their quasi- 
adversarial bite and enhance the twin objectives of accuracy and trans-
parency. In addition to improving the quality of evidence consumed by 
the entire criminal justice pro cess, transparent investigations are ex-
pected also to improve the investigative pro cess itself. The availability 
of a record would increase investigators’ sense of accountability for 
their work. The awareness that their per for mance will be exposed to 
the critical eye of other actors should make investigators think harder 
when deciding which hypotheses to generate, which information to 
test, how to collect that information, and how to evaluate it. Transpar-
ency would help ensure that investigators adhere to best practices by 
providing law enforcement agencies with a tool for training, oversight, 
and quality assurance. Transparency should also help deter police mis-
conduct.242 Furthermore, recording investigations is bound to serve as 
an information- gathering tool. A complete and accurate record is bound 
to capture forensic details that would otherwise go unnoticed or be 
forgotten.243

The following recommendations seek to further promote more accu-
rate and transparent evidence, and to diminish the adversarial pull.

1. Investigative departments should professionalize and systematize 
their investigative procedures. The procedures should be based on 
best-practice protocols.

2. Investigative departments should create full recordings of their in-
vestigative pro cesses.

3. Investigative departments should encourage and reward open- 
minded thinking, and appoint personnel who demonstrate a tem-
perament that is suited for the complexities of the task.
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4. Investigative departments should promote greater sensitivity to-
ward the possibility of error.

5. Investigative mistakes should be debriefed candidly.

Chapters 3– 5 will offer specifi c recommendations for conducting best 
practices with respect to the most common types of evidence used in 
criminal trials.
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NOTES

1. Introduction

1. For a detailed account of the  Rose case, see Rutenberg, S. (2006). Anatomy 
of a miscarriage of justice: The wrongful conviction of Peter J.  Rose. Golden 
Gate University Law Review, 37, 7– 37; Innocence Project, profi le, Peter  Rose. 
 http:// www .innocenceproject .org/ Content/ Peter _Rose .php .

2. On the Godschalk case, see Kreimer, S. F., & Rudovsky, D. (2002). Double 
helix, double bind: Factual innocence and postconviction DNA testing. University 
of Pennsylvania Law Review, 151, 547– 617; Innocence Project, profi le, Bruce 
Godschalk.  http:// www .innocenceproject .org/ Content/ Bruce _Godschalk .php .

3. Commonwealth of Pennsylvania v. Bruce Godschalk, 00934- 87, Mont-
gomery County, Jury Trial, May 27, 1987, pp. 138– 139.

4. Junkin, T. (2004). Bloodsworth: The true story of the fi rst death row in-
mate exonerated by DNA. Chapel Hill, NC: Algonquin Books; Dwyer, J., 
Neufeld, P., & Scheck, B. (2000). Actual innocence: Five days to execution and 
other dispatches from the wrongfully convicted, pp. 213– 222. New York: Dou-
bleday. See also Department of Justice (1996). Convicted by juries, exonerated 
by science: Case studies in the use of DNA evidence to establish innocence after 
trial.  http:// www .ncjrs .gov/ pdffi les/ dnaevid .pdf .

5. For early critiques of the pro cess, see Borchard, E. M. (1932). Convicting 
the innocent. Garden City, NY: Garden City Publishing; Frank, J., & Frank, B. 
(1957). Not guilty. Garden City, NY: Doubleday.

6. As the large majority of the crimes discussed in this book are perpetrated 
by males, the text will normally adopt that gender.

7. It is estimated that only 48 percent of violent crimes and 38 percent of 
property crimes committed in the United States are reported to the police. De-
partment of Justice, Bureau of Justice Statistics (data for 2006/2007).  http:// bjs 
.ojp .usdoj .gov/ content/ glance/ tables/ reportingtypetab .cfm .
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 8. The clearance rates are 45 percent for violent crime and 17 percent for 
property crime. The rates are 64 percent for murder, 55 percent for aggra-
vated assault, 40 percent for rape, and 27 percent for robbery. Federal Bureau 
of Investigation (2008). Uniform crime reporting handbook, 2008: Crime in 
the United States, table 25.  http:// www2 .fbi .gov/ ucr/ cius2008/ data/ table _25 
.html .

The data are similar in the United Kingdom, where about one- half of serious 
crimes are reported, of which only one- fi fth are prosecuted. Crown Prosecution 
Ser vice (2002). Narrowing the justice gap.  http:// www .cps .gov .uk/ publications 
/ prosecution/ justicegap .html .

 9. Failures to punish guilty individuals can also be caused by legal rules that 
exclude reliable inculpating evidence or thwart the prosecution in the fi rst place. 
See, e.g., Pizzi, W. T. (1999). Trials without truth: Why our system of criminal 
trials has become an expensive failure and what we need to do to rebuild it. 
New York: NYU Press.

10. For recent literature on the topic, see Gross, S. R. (2008). Convicting the 
innocent. Annual Review of Law & Social Science, 4, 173– 192; Garrett, B. L. 
(2011). Convicting the innocent: Where criminal prosecutions go wrong. Cam-
bridge, MA: Harvard University Press; Westervelt, S. D., & Humphrey, J. A. 
(2002). Wrongfully convicted: Perspectives on failed justice. Piscataway, NJ: Rut-
gers University Press; Gould, J. B. (2008). The Innocence Commission: Prevent-
ing wrongful convictions and restoring the criminal justice system. New York: 
NYU Press; Marshall, L. C. (2004). The innocence revolution and the death 
penalty. Ohio State Journal of Criminal Law, 1, 573– 584 (p. 573).

11. See Gross (2008), supra note 10; Garrett (2011), supra note 10; Marshall 
(2004), supra note 10.

12. See Justice Scalia’s concurring opinion in Kansas v. Marsh, 548 U.S. 163, 
193, 200 (2006). Justice Scalia relies on an appealingly simple mathematical 
calculation proposed by Joshua Marquis: dividing the number of known exon-
erees by the number of people incarcerated across the country yields a quotient 
0.027 of 1 percent (or 0.00027), which is indeed a small number. Marquis, J. 
(2005). Myth of innocence. Journal of Criminal Law & Criminology, 95, 501– 
522. See also Hoffman, M. B. (2007). The myth of factual innocence. Chicago- 
Kent Law Review, 82, 663– 690.

This mathematical computation is fl awed because the rate of false convic-
tions (as opposed to exonerations) is obscure, and because the denominator 
should be limited to cases in which false convictions are realistically possible 
and the detection of error is feasible. While both the numerator and denomina-
tor resist accurate quantifi cation, under any realistic assumptions they are bound 
to lead to an error rate that is dramatically larger than the values proposed by 
Marquis and Scalia. Sam Gross argues convincingly that the rate that Justice 
Scalia advocates is “fl at wrong and badly misleading.” Gross, S.  R. (2006). 
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Souter passant, Scalia rampant: Combat in the marsh. Michigan Law Review 
First Impressions, 105, 67– 72 (p. 69).

13. Innocence Project,  http:// www .innocenceproject .org/ .
14. As there is no offi cial record of exonerations, their exact number is un-

known. Data compiled by Samuel Gross and his colleagues from the University of 
Michigan indicate that there  were some 340 known cases of individual exonera-
tions between 1989 and 2003. Since 2000, the rate of exonerations has been 
about 40 cases per year. Fewer than half of the cases  were overturned through 
DNA testing. The remainder of the exonerations  were spurred by factual fi ndings 
made by means of conventional types of evidence. Gross, S. R., Jacoby, K., Mathe-
son, D. J., Montgomery, N., & Patil, S. (2005). Exonerations in the United States 
1989 through 2003. Journal of Criminal Law & Criminology, 95, 523– 560.

15. Sam Gross and colleagues have found an estimated error rate of about 4 
percent among death row inmates. This rate was estimated for inmates who 
 were sentenced to death between 1973 and 2004 and who remained under 
threat of execution for up to twenty- one years. Gross, S. R.,  O’Brien, B., Hu, C., 
& Kennedy, E. H. (under review). The rate of false convictions among criminal 
defendants who are sentenced to death. Michael Risinger examined the rate of 
DNA exonerations in the category of capital rape- murders and found a minimal 
error rate of 3.3 percent, with a likely ceiling of 5 percent. Risinger, D.  M. 
(2007). Innocents convicted: An empirically justifi ed factual wrongful convic-
tion rate. Journal of Criminal Law & Criminology, 97, 761– 806. These errors 
are mostly taken from within the select one- third of capital verdicts and sen-
tences that survived criminal appeals. Gelman, A., Liebman, J. S., West, V., & 
Kiss, A. (2004). A broken system: The per sis tent patterns of reversals of death 
sentences in the United States. Journal of Empirical Legal Studies, 1, 209– 261. 
For a survey of these and other studies, see Zalman, M. (in progress). Qualita-
tively estimating the incidence of wrongful convictions— a postscript.

16. While the crimes of rape and murder account for fewer than 2 percent of 
the total felony convictions, they make up for 96 percent of the exonerations. 
See Gross et al. (2005), supra note 14. For all practical purposes, the probability 
of discovering mistaken convictions in other crimes is very slim.

17. It is clear that many innocent people plead guilty rather than go to trial. 
For example, 135 people most of whom  were innocent pled guilty in the Ram-
part scandal in Los Angeles and in the infamous case of Tulia, Texas. See Bur-
cham, D. W., & Fisk, C. L. (2001). Symposium: The Rampart scandal: Introduc-
tion. Loyola of Los Angeles Law Review, 34, 537– 543; Open Society Policy 
Center (2005). Tulia: Tip of the drug war iceberg.  http:// www .soros .org/ resources 
/articles _publications/ publications/ tulia _20050101/ tulia .pdf .

Overturning a conviction is close to impossible for inmates who  were con-
victed based on their pleas. These inmates are at a substantial disadvantage 
when it comes to tapping into the limited legal assistance resources, convincing 
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prosecutors, judges, and even defense attorneys to entertain their claim of in-
nocence. Most important, in many states these inmates are barred from testing 
the evidence that could exonerate them.

18. The average time it takes from conviction to exoneration is more than ten 
years. See Gross et al. (2005), supra note 14.

19. As discussed in “Identity Cases and Culpability Cases,” exonerations are 
all but impossible in culpability cases. Almost all the false convictions that have 
come to light  were in identity cases, that is, cases in which the wrong person 
was convicted.

20. It is estimated that with the exception of rape crimes, biological evidence 
is available in only a limited subset of cases, around 10– 15 percent of serious 
felonies. Liptak, A. (2007). Study of wrongful convictions raises questions 
 beyond DNA. New York Times, July 23. Quoting Peter Neufeld.  http:// select 
. nytimes .com/ 2007/ 07/ 23/ us/ 23bar .html ? _r=1 .

21. For illustration, in Dallas County, Texas, the standard procedure has been 
to preserve evidence post- trial, whereas Harris County, Texas has historically 
destroyed the evidence. As of November 2011, Dallas County has exonerated 
twenty- two people on the basis of DNA tests, whereas only eight people have 
been exonerated in Harris County, which has almost double the population. In 
Virginia, eight innocent convicts have been exonerated on the basis of biological 
evidence preserved by the late Mary Jane Burton, who worked in the state’s 
crime lab. Burton’s habit of preserving evidence was contrary to the laboratory’s 
policies. See Associated Press (2011). Man exonerated in 1979 Newport News 
rape. April 13.  http:// hamptonroads .com/ 2011/ 04/ man -exonerated -1979 -newport 
-news -rape .

22. Some exonerations  were based on tests of physical evidence that was sup-
posed to have been destroyed. Dwayne Dail of North Carolina was convicted 
for raping a twelve- year- old girl and was sentenced to more than two life sen-
tences. Eigh teen years into his sentence, Dail was told that the evidence from his 
trial had long ago been destroyed. Dail’s lawyer, Christine Mumma, discovered 
that the since- deceased police detective had kept the victim’s nightgown in a 
private storage unit. A DNA test of the gown excluded Dail and inculpated a 
convicted inmate. Mumma, C. (2009). Wrongfully convicted: One lawyer’s 
perspective. NIJ Journal no. 262 (March).  http:// www .nij .gov/ journals/ 262/ one 
-lawyers -tale .htm.

In the abovementioned case of Pete  Rose, the bulk of the evidence used to 
convict  Rose was destroyed, but one sample of the semen had been left by mis-
take at a laboratory in Berkeley for nearly ten years.  Rose was set free on the 
basis of a DNA test of that sample. Rutenberg (2006), supra note 1. In the case 
of Kevin Byrd, the exculpating evidence was preserved most likely as a result of 
a clerical error. Byrd served twelve years of his life sentence. Innocence Project, 
profi le, Kevin Byrd.  http:// www .innocenceproject .org/ Content/ Kevin _Byrd .php .

Notes to Page 5
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In a Nebraska case, six innocent people  were exonerated thanks to a police 
sergeant who preserved the biological evidence from another suspect (the real 
perpetrator) for twenty- three years. DNA tests clear 6 in 1985 slaying: Group’s 
guilty pleas coerced, attorney general says (2008). KETV7 .com, November 7. 
 http:// www .ketv .com/ news/ 17936340/ detail .html. Likewise, the biological 
 evidence that exonerated Ronald Cotton (discussed in Chapters 2– 4) was pre-
served only thanks to the personal initiative of Detective Mark Gauldin.

23. Alan Newton’s exoneration for rape, assault, and robbery came twelve 
years after his fi rst motion to conduct the testing. Dwyer, J. (2006). 22 years 
after wrongful conviction— and after 12 years fi ghting for access to evidence— 
DNA proves Alan Newton’s innocence. New York Times, June 6. Likewise, in 
the case of Anthony Capozzi, Erie County Medical Center recovered the bio-
logical evidence fi fteen years after his fi rst request, following multiple subpoenas 
issued by the county’s district attorney. Capozzi was exonerated after spending 
twenty- two years in a New York prison for two rapes. Staba, D. (2007). Located 
in hospital, DNA clears Buffalo man convicted in ’80s rapes. New York Times, 
March 29.  http:// www .nytimes .com/ 2007/ 03/ 29/ nyregion/ 29bike .html .

24. Good fortune was critical in the exoneration of Clarence Elkins, who was 
sentenced to life for murdering and raping his mother- in- law and raping his 
 six- year- old niece. Elkins’s requests for DNA testing  were rebuffed by the Ohio 
courts. Coincidentally, Elkins was placed in the same prison block with the in-
mate who he suspected had perpetrated the crime. Surreptitiously, Elkins ob-
tained a cigarette butt from the inmate and arranged for it to be tested. The 
DNA test inculpated that man and set Elkins free. He was released after serving 
seven and a half years of his sentence. Innocence Project, profi le, Clarence El-
kins.  http:// www .innocenceproject .org/ Content/ Clarence _Elkins .php .

James Curtis Giles became the suspect in a rape case based on a tip from an 
 in for mant. He was subsequently identifi ed by a rape victim in a photographic 
lineup, even though he was a de cade older and much heavier than the man she 
had described to the police. Giles was given a DNA test only after the in for mant 
admitted that he had intended to inform on a different man by the name of 
James Giles, who turned out to be James Earl Giles. Giles was exonerated on the 
basis of a DNA test, while on parole, some twenty- fi ve years after his conviction 
for a brutal rape. Bustillo, M. (2007). Texas men’s innocence puts a county on 
trial. Los Angeles Times, April 9.  http:// www .latimes .com/ news/ nationworld/ 
nation/ la -na -exonerate9apr09 ,1 ,265991 .story .

Roy Brown of New York was convicted for sexual assault and murder, and 
was sentenced to 25 years to life imprisonment. Due to a fi re at the home of his 
step- father, Brown requested copies of the police reports and was accidentally 
given previously undisclosed reports that implicated the true perpetrator. Brown 
was ultimately exonerated based on a DNA test of the deceased suspect’s 
daughter. Santos, F. (2006). With DNA from exhumed body, man fi nally wins 
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freedom. New York Times, December 24.  http:// www .nytimes .com/ 2007 / 01/ 24 
/ nyregion/ 24brown .html; Innocence Project, profi le, Roy Brown.  http:// www 
. innocenceproject .org/ Content/ Roy _Brown .php .

25. Some of the exonerations in cases that did not have DNA evidence  were 
precipitated by very uncommon circumstances. For example, the innocence of 
an Illinois man convicted for murdering his parents came to light only because 
the actual perpetrators  were caught bragging about murdering the couple while 
under surveillance in an unrelated investigation. On the case of Gary Gauger, 
see Warden, R. (2005). Illinois death penalty reform: How it happened, what it 
promises. Journal of Criminal Law & Criminology, 95, 381– 426. After Anthony 
Porter’s family began making funeral arrangements in anticipation of his execu-
tion, journalism students from Northwestern University managed to disprove 
his guilt and obtain a taped confession from the true culprit. See Warden (2005), 
p. 423. The innocence of two Illinois death row inmates was revealed only be-
cause a state attorney happened to recall that the actual perpetrator (who was 
also the prosecution star witness) had confessed committing the murder to him 
when they  were co- workers at a summer job some years prior. On the case of 
Perry Cobb and Darby Tillis, see Warden (2005), pp. 412– 413.

26. See discussion of such cases in the section “Lineups in the Wild” in 
Chapter 3.

27. Since much of human behavior is multidetermined, it is impossible to 
pinpoint a single, precise cause of any given error. Still, one can make rough 
distinctions between internal stochastic errors and ones that are triggered or 
exacerbated by a specifi c type of situation or an input from another person.

28. For example, one prosecutor refl ected on his prosecution of an innocent 
man exonerated after serving twenty- four years in prison: “His name got up in 
a lineup, and she picked him out. It just turned out to be the wrong man.” An-
other prosecutor commented on her prosecution of a man exonerated after 
serving sixteen of a forty year sentence: “the police thought they had the right 
man. And the victim thought she had the right man, and they  were wrong.” 
Interviews with Mike O’Connor and Lana Myers, former prosecutors in Dallas 
County, Texas, commenting on the false convictions of James Curtis Giles and 
Willy Fountain. Council, J. (2008). Witnesses to the prosecution. Texas Law-
yer, June 9.

29. The victim agreed to identify  Rose only after a protracted and testy ex-
change with the detectives, and the bystander witness followed suit. Rutenberg 
(2006), supra note 1; Innocence Project, profi le, Peter Rose, supra note 1.

30. See Kreimer & Rudovsky (2002), supra note 2; Innocence Project, profi le, 
Bruce Godschalk, supra note 2.

31. See Junkin (2004), supra note 4, chap. 12. Two of the witnesses  were in-
toxicated when they saw the perpetrator, and identifi ed Bloodsworth only after 
seeing him being paraded by the police on tele vi sion.
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32. Dwyer, Neufeld, & Scheck (2000), supra note 4, pp. 45– 77; Innocence 
Project, profi le, Walter Snyder.  http:// www .innocenceproject .org/ Content/ Walter 
_Snyder .php .

33. See Gould, J. B. (2008), supra note 10.
34. For an excellent work of investigative reporting, see Zerwick, P. (2007). 

Murder, race, justice: The state vs. Darryl Hunt. Winston- Salem Journal, No-
vember 16; Vertuno, J. (2009). Judge clears dead Texas man of rape conviction. 
Austin American- Statesman, February 7. The Hunt case was also the subject of 
a compelling documentary fi lm; see Brown, K., Rexer, W., Stern R., & Sundberg, 
A. (Producers), & Stern, R., & Sundberg, A. (Directors). (2006). The trials of 
Darryl Hunt [Motion picture]. United States: Break Thru Films. See also Inno-
cence Project, profi le, Darryl Hunt.  http:// www .innocenceproject .org/Content 
/ Darryl _Hunt .php .

35. See Castelle, G., & Loftus, E. F. (2002). Misinformation and wrongful 
convictions. In S. D. Westervelt & J. A. Humphrey, eds., Wrongfully convicted: 
Perspectives on failed justice, pp. 17– 35. New Brunswick, NJ: Rutgers Univer-
sity Press; Innocence Project, profi le, William  O’Dell Harris.  http:// www .inno 
cenceproject .org/ Content/ William _ODell _Harris .php .

36. For more examples, see cases listed in the section “Lineups in the Wild” in 
Chapter 3.

37. As mentioned above,  Rose was identifi ed confi dently by two witnesses 
(Rutenberg 2006, supra note 1). Bruce Godschalk was convicted on the basis of 
an identifi cation by a victim, testimony of a second victim, testimony of a jail-
house in for mant, forensic evidence of a blood test, plus his own confession (In-
nocence Project, supra note 2). The capital prosecution of Kirk Bloodsworth 
included identifi cations by fi ve eyewitnesses, a shoe impression, and a putatively 
incriminating statement made by the defendant, all leading the prosecutor to 
describe the evidence as being “extremely strong” (Dwyer, Neufeld, & Scheck 
2000, supra note 4, p. 222). Ronald Cotton, whose case is discussed in the fol-
lowing chapters, was convicted on the basis of identifi cations by two victims 
and a bystander, testimony of his employer, and physical evidence.

38. Saks, M. J., & Koehler, J. J. (2005). The coming paradigm shift in forensic 
identifi cation science, Science, 309, 892– 895. A similar analysis of the fi rst 225 
DNA exonerations done by the Innocence Project yielded a total of 376 percent; 
see  http:// www .innocenceproject .org/ understands/. An analysis of the fi rst 250 
DNA exonerations indicates that invalid forensic testimony was present in about 
60 percent of the cases that contained forensic evidence (80 out of 137 cases in 
which the trial transcripts are available), which amounts to about one- third of 
this sample of exonerations. Garrett, B. L., & Neufeld, P. J. (2009). Invalid foren-
sic science testimony and wrongful convictions. Virginia Law Review, 95, 1– 97.

39. As observed by Saks and Koehler (2005, supra note 38), false convictions 
are caused also by nonevidential factors: 44 percent of the cases involved police 
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misconduct, 28 percent involved prosecutorial misconduct, and 19 percent in-
volved incompetent legal repre sen ta tion.

40. Julius Ruffi n was convicted by a Virginia jury on rape and burglary 
charges. He was exonerated on the basis of a DNA test after serving twenty- one 
years in prison. Gould (2008), supra note 10.

41. See, e.g., Uviller, H. R. (1990). Acquitting the guilty: Two case studies 
of  jury misgivings and the misunderstood standard of proof. Criminal Law 
 Forum, 2, 1– 43; Rosen, J. (1998). After “One Angry Woman.” University of 
Chicago Legal Forum, 179– 195.

42. In many instances, litigators and other courtroom observers will not risk 
predicting the jury’s decision.

43. National Research Council (2004). Fairness and effectiveness in policing: 
The evidence. Ed. W. Skogan & K. Frydl, pp. 74, 227– 228. Washington, DC: 
National Academies Press.

44. One type of systemic differences among types of people in relation to the 
criminal justice pro cess is demonstrated in the research by Dan Kahan and his 
colleagues. See Kahan, D. M. (2010). Culture, cognition, and consent: Who per-
ceives what, and why, in “Acquaintance Rape” cases. University of Pennsylvania 
Law Review, 158, 729– 813; Kahan, D.  M., & Braman, D. (2008). The self- 
defensive cognition of self- defense. American Criminal Law Review, 45, 1– 65.

45. The rate of plea bargaining is high even for serious felonies such as rape 
(88 percent), robbery (89 percent), and aggravated assault (92 percent). Even 
for murder, almost two- thirds of convictions (61 percent) are obtained by plea 
bargain. Rosenmerkel, S., Durose, M., & Farole, D. (2009). Felony sentences in 
state courts, 2006— statistical tables. U.S. Department of Justice, Bureau of Jus-
tice Statistics, table 4.1.  http:// bjs .ojp .usdoj .gov/ content/ pub/ pdf/ fssc06st .pdf .

46. For critiques of the practice, see Alschuler, A. W. (1976). The trial judge’s 
role in plea bargaining. Columbia Law Review, 76, 1059– 1154; Stuntz, W. J. 
(2004). Plea bargaining and criminal law’s disappearing shadow. Harvard Law 
Review, 117, 2548– 2569. Cf. Church, T. W. (1979). In defense of bargain jus-
tice. Law & Society Review, 13, 509– 525. On the heightened risk that plea 
bargaining poses for innocent defendants, see Alschuler, A. W. (2003). Straining 
at gnats and swallowing camels: The selective morality of professor Bibas, Cor-
nell Law Review, 88, 1412– 1424.

47. See Gross et al. (2005), supra note 14.
48. The Innocence Project identifi ed police misconduct in thirty- seven of the 

fi rst seventy- four cases. The misconduct included suppression of exculpatory 
evidence, undue suggestiveness, evidence fabrication, coercion of witnesses, and 
coercion of confessions;  http:// innocenceproject .org/ understand/ Government 
-Misconduct .php. As observed by Saks and Koehler (2005, supra note 38), po-
lice misconduct was present in 44 percent of the fi rst eighty- six DNA exonera-
tion cases.
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49. Prosecutorial misconduct was identifi ed in thirty- three of the fi rst seventy- 
four DNA exoneration cases. The misconduct included suppression of exculpa-
tory evidence, knowing use of false testimony, coercion of witnesses, improper 
closing arguments, false statements to jury, and fabrication of evidence;  http:// 
innocenceproject .org/ understand/ Government -Misconduct .php. Saks and Koehler 
(2005, supra note 38) identifi ed prosecutorial misconduct in 28 percent of the 
fi rst eighty- six DNA exoneration cases.

50. According to Saks & Koehler (2005, supra note 38), 27 percent of the 
fi rst eighty- six DNA exoneration cases involved false or misleading scientifi c 
testimony. For disconcerting abuses of scientifi c testimony, see Garrett, B. L., & 
Neufeld, P. J. (2009). Invalid forensic science testimony and wrongful convictions. 
Virginia Law Review, 95, 1– 97; Giannelli, P. C. (1997). The abuse of scientifi c evi-
dence in criminal cases: The need for in de pen dent crime laboratories. Virginia 
Journal of Social Policy & the Law, 4, 439– 478; Mills, S., McRoberts, F., & Pos-
sley, M. (2004). Forensics under the microscope— When labs falter, defendants 
pay. Chicago Tribune, October 20.

51. See Federal Rules of Evidence 403, 404(a), and 404(b); and Strong, J. W., 
ed. (1999). McCormick on evidence (5th ed.). St. Paul, MN: West Group.

52. Stuntz, W. (2011). The collapse of American criminal justice. Cambridge, 
MA: Harvard University Press.

53. The work of public defenders and appointed counsel is hindered by both 
excessive caseloads and limited compensation. For illustration, the estimated 
average hourly rate of court- appointed attorneys in noncapital felony cases 
ranges from $50 to $65, which is about one- fourth of the hourly rate of lawyers 
in private practice. Public funding for investigation is all but non ex is tent. The 
Constitution Project (2009). Justice denied: America’s continuing neglect of our 
constitutional right to counsel.  http:// www .constitutionproject .org/ pdf/ 139 .pdf .

54. For a good account on how law works in parts of the country, see Bach, A. 
(2009). Ordinary injustice: How America holds court. New York: Henry Holt.

55. For this body of research, there is less reason for concern over internal 
validity and construct validity, both of which speak to the extent to which the 
observations support the stated conclusions. See Aronson, E., Wilson, T. D., & 
Brewer, M. B. (1998). Experimentation in social psychology. In D. T. Gilbert, 
S. T. Fiske, & G. Lindzey, eds., The handbook of social psychology, vol. 1 (4th 
ed.), pp. 99– 142. New York: McGraw- Hill.

56. See, e.g., Lewin, K. (1935). A dynamic theory of personality. New York: 
McGraw- Hill; Ross, L., & Nisbett, R. E. (1991). The person and the situation: 
Perspectives of social psychology. New York: McGraw- Hill.

57. See Simon, D. (2010). In praise of pedantic eclecticism: Pitfalls and op-
portunities in the psychology of judging. In D. E. Klein & G. Mitchell, eds., The 
psychology of judicial decision making, pp. 131– 147. New York: Oxford Uni-
versity Press.
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58. See, e.g., McCloskey, M., Egeth, H., & McKenna, J. (1986). The experi-
mental psychologist in court: The ethics of expert testimony. Law and Human 
Behavior, 10, 1– 13; Konecni, V. J., & Ebbesen, E. B. (1986). Courtroom testi-
mony by psychologists on eyewitness identifi cation issues: Critical notes and 
refl ections. Law and Human Behavior, 10, 117– 126; Yuille, J. C., & Cutshall, 
J. L. (1986). A case study of eyewitness memory of a crime. Journal of Applied 
Psychology, 71, 291– 301.

For an uncharitable treatment of the research on the exclusion of jurors from 
death penalty panels (“death qualifi cation”), see Chief Justice Rehnquist’s opin-
ion in Lockhart v. McCree, 476 U.S. 162 (1986). For a response, see Ellsworth, 
P. C. (1991). To tell what we know or wait for Godot? Law and Human Behav-
ior, 15(1), 77– 90.

59. See Diamond, S. S. (1997). Illuminations and shadows from jury simula-
tions. Law and Human Behavior, 21, 561– 571; Bornstein, B. H. (1999). The 
ecological validity of jury simulations: Is the jury still out? Law and Human 
Behavior, 23, 75– 91; Simon (2010), supra note 57.

60. On the construct of convergent validity, see Aronson, Wilson, & Brewer 
(1998), supra note 55.

61. On the construct validity of legal psychological research, see Simon 
(2010), supra note 57.

62. Whether an experiment will overstate or understate the results will de-
pend on the manner in which the controlled factors would have interacted 
with the focal factor in a natural setting. Controlling factors that would other-
wise moderate the focal factor are bound to result in the overstatement of the 
fi nding, whereas controlling factors that would otherwise exacerbate it are 
likely to understate the fi nding. For illustration, a fi nding that individual ju-
rors are susceptible to a certain bias might be said to exaggerate the problem 
for the criminal justice system because, in real life, that bias might be cor-
rected by jury deliberation. On the other hand, the deliberation itself might 
exacerbate the bias, which would mean that the focal fi nding actually under-
states the problem.

63. As discussed in Chapter 7, the institutional context of legal adjudication 
is hardly a guarantee for the accuracy of the pro cess.

64. According to the conventions of experimental psychology, a fi nding is 
deemed statistically signifi cant based on the probability that the effect attrib-
uted to the experimental treatment was not caused by chance (typically, using a 
threshold criterion of 0.05). In itself, statistical signifi cance does not distinguish 
between weak effects (for example, an increase in the rate of an error from 24 
percent to 29 percent) and strong ones (an increase in the rate of the error from 
24 percent to 60 percent). Nor does it speak to the absolute levels of the ob-
served phenomena, namely, whether the treatment results in an error rate of 30 
percent (up from 20 percent) or of 90 percent (up from 80 percent).
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65. Lloyd Weinreb proposed the establishment of an “investigating magis-
tracy.” Weinreb, L. L. (1977). Denial of justice. New York: Free Press, p. 119. 
George Thomas proposed that criminal investigations and pretrial procedures 
be overseen by a “screening magistrate”: Thomas, G. C., III (2008). The Supreme 
Court on trial: How the American justice system sacrifi ces innocent defendants. 
Ann Arbor: University of Michigan Press, pp.  193– 227. Along similar lines, 
Keith Findley has suggested a system that blends the strengths of the adversarial 
and inquisitorial systems. Findley, K. A. (in press). Adversarial inquisitions: Re-
thinking the search for the truth. New York Law Review.

On the differences between Anglo- American and continental criminal justice 
systems, see Hatchard, J., Huber, B., & Vogler, R. (1996). Comparative criminal 
procedure. London: British Institute of International and Comparative Law; 
van Koppen, P. J., & Penrod, D. S. (2003). Adversarial versus inquisitorial jus-
tice: Psychological perspectives on criminal justice systems. New York: Kluwer 
Academic Publishing.

66. On the prevailing aversion toward inquisitorial systems, see Sklansky, 
D. A. (2009). Anti- inquisitorialism. Harvard Law Review, 122, 1634– 1704.

67. It should be acknowledged that the inquisitorial system is no panacea, as 
its lofty goals of seeking the truth are not entirely immune to the harsh reality of 
criminal investigations. Jacqueline Hodgson has observed that the French sys-
tem does not routinely meet the ideal of the inquisitorial model. Some 95 per-
cent of crimes are investigated not by the magistrate ( juge d’instruction), but by 
the regular police force under the supervision of a prosecutor (procureur). The 
latter pro cess functions much like the one in the Anglo- American model, with 
perhaps weaker protection for suspects’ rights. Hodgson, J. (2005). French crimi-
nal justice: A comparative account of the investigation and prosecution of crime 
in France. Oxford: Hart Publishing.

68. A small number of suggestions might require legislative intervention.
69. Forty- two percent of the fi rst 250 exonerations resulted in positive identi-

fi cations of the true perpetrators. Innocence Project (2010). 250 exonerated, too 
many wrongfully convicted.  http:// www .innocenceproject .org/ news/ 250 .php .

70. On the importance of protecting only innocent defendants, see Amar, A. R. 
(1997). The constitutional and criminal procedures: First principles, chap. 4. 
New Haven, CT: Yale University Press.

71. For an example of this type of tradeoff, see “Recommendations for 
 Reform” in Chapter 3.

72. Designing reform should take into consideration the potential for unin-
tended and unwanted consequences. As noted by Carol and Jordan Steiker, argu-
ments based on actual innocence can be used as a double- edged sword, and they 
have been deployed successfully by the U.S. Supreme Court and by Congress to 
justify policies that deprive defendants of a fair review of their cases. Steiker, 
C. S., & Steiker, J. M. (2005). The seduction of innocence: The attraction and 
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limitations of the focus on innocence in capital punishment law and advocacy. 
Journal of Criminal Law & Criminology, 95, 587– 624.

For a skeptical view of the need for reform, see, e.g., Allen, R. J., & Laudan, 
L. (2008). Deadly dilemmas. Texas Tech Law Review, 41, 65– 92.

73. The median time from arrest to adjudication for various felonies includ-
ing rape, robbery, and assault ranges from four to eight months, and for murder 
it is about one year. Cohen, T. H., & Kyckelhahn, T. (2010). Felony defendants 
in large urban counties, 2006. Department of Justice, Bureau of Justice Statis-
tics, table 10.  http:// bjs .ojp .usdoj .gov/ content/ pub/ pdf/ fdluc06 .pdf. In the cases 
that actually go to trial, the periods are oftentimes considerably longer.

74. There are exceptions to the superior accuracy of raw evidence. On occa-
sion, a witness’s original statement could have been mistaken, while the con-
tamination from cowitnesses’ statements can actually make his or her testi-
mony more accurate. As a policy matter, planting accurate information in 
witnesses’ testimony must be discouraged. The possible increase in accuracy 
cannot justify the host of legal, ethical, and practical concerns raised by this 
prospect.

2. “We’re Closing In on Him”

1. The case is the subject of a moving book: Thompson- Cannino, J., Cotton,
R., & Torneo, E. (2009). Picking cotton. New York: St. Martin’s Press. The case 
was fi rst exposed in a documentary fi lm produced and directed by Ben Loeter-
man, What Jennifer Saw, Frontline series, PBS (1997).  http:// www .pbs .org/ wgbh 
/pages/ frontline/ shows/ dna/ . The account of the case in the text is based also on 
the transcripts of the fi rst trial (State v. Cotton, No. 257A85 Alamance Co. Super. 
Ct., January 7, 1985), and the appellate documents of the second trial (State v. 
Cotton, 318 N.C. 663 [1987], No. 257A85).

2. Although Gauldin’s identifi cation procedures do not meet the current
best- practice standards, they are not much different from the way procedures 
are conducted today in many jurisdictions. Unlike many defendants lacking the 
means to afford effective counsel, Cotton was lucky to have been represented by 
a court- appointed attorney, Philip Moseley, who appears to have performed 
profi ciently both at trial and on appeal.

3. For example, the interrogation that led to Bruce Godschalk’s false confes-
sion came on the heels of his identifi cation in a photographic array by one of the 
victims. Although this woman testifi ed in court that she was absolutely certain 
in her identifi cation, she had been very hesitant when she picked him out at a 
photographic array. She picked Godschalk only on the third viewing, each of 
which lasted twenty to thirty minutes. Commonwealth of Pennsylvania v. Bruce 
Godschalk, 00934- 87, Montgomery County, Suppression hearing, May 26, 
1987, p. 23.
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 4. National Research Council (2004). Fairness and effectiveness in policing: 
The evidence. Ed. Wesley Skogan & Kathleen Frydl, pp. 48– 49. Washington, 
DC: National Academies Press. No fewer than 771 departments employ only 
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havioral Decision Making, 21, 1– 14; Glöckner, A., & Betsch, T. (2008). Multiple- 
reason decision making based on automatic pro cessing. Journal of Experimental 
Psychology: Learning, Memory, and Cognition, 34, 1055– 1075; Glöckner, A., 
Betsch, T., & Schindler, N. (2010). Coherence shifts in probabilistic inference 
tasks. Journal of Behavioral Decision Making, 23, 439– 462.

For reviews of the coherence effect, see Simon, D., & Holyoak, K. J. (2002). 
Structural dynamics of cognition: From consistency theories to constraint 
satisfaction. Personality and Social Psychology Review, 6, 283– 294; Simon, D. 
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(2004). A third view of the black box: Cognitive coherence in legal decision 
making. University of Chicago Law Review, 71, 511– 586.

For overviews of the underlying cognitive architecture, see Read, S. J., Van-
man, E. J., & Miller, L. C. (1997). Connectionism, parallel constraint satisfac-
tion pro cesses, and Gestalt principles: (Re)introducing cognitive dynamics to 
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154. Simon et al. (2001), supra note 152.
155. Simon, Snow, & Read (2004), supra note 152.
156. See Simon, Stenstrom, & Read (2008), supra note 65.
157. Ask & Granhag (2007a), supra note 44.
158. Simon, Stenstrom, & Read (2008), supra note 65.
159. By the same token, providing information that placed the defendant far 

from the scene led to more exculpatory evaluations of the rest of the evidence. 
Simon, Snow, & Read (2004), supra note 152, study 3. The effect of adding one 
piece of evidence on all the other evidence items was observed also in Holyoak 
& Simon (1999), supra note 152, study 3; Simon, Krawczyk, & Holyoak (2004), 
supra note 152, study 2.

160. Holyoak & Simon (1999), supra note 152, study 3.
161. Moreover, learning of a confession caused witnesses to change the re-

sponses they had given at a lineup conducted two days earlier. Hasel, L. E., & 
Kassin, S. M. (2009). On the presumption of evidentiary in de pen dence: Can con-
fessions corrupt eyewitness identifi cations? Psychological Science, 20, 122– 126.
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pect”: Feedback to eyewitnesses distorts their reports of the witnessing expe-
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165. Unbeknownst to the participants, they had previously analyzed those 
very prints in a real- life case. The results showed that almost half of the experts 
 were misled by the information, reaching conclusions that  were opposite to 
their own prior judgments. Of the twelve relevant cases (where the matches 
 were not easy, and where incorrect information was suggested), three judgments 
 were reversed. Notably, experts reversed their previous fi ndings also in two of 
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Charlton (2006), supra note 53.

166. Bruner, J. S., Goodnow, J. J., & Austin, G. A. (1956). A study of think-
ing. New York: Wiley. The positive test strategies was intuited also by Francis 
Bacon: “it is the peculiar and perpetual error of the human intellect to be more 
moved and excited by affi rmatives than be negatives” (Bacon, F. [1844]. Novum 
organum or true suggestions for the interpretation of nature, p. 21. London: 
William Pickering).
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true. For reviews, see Klayman, J., & Ha, Y. W. (1987). Confi rmation, disconfi r-
mation, and information hypothesis testing. Psychological Review, 94, 211– 
228; Nickerson (1998), supra note 26.

168. Wason, P. C., & Johnson- Laird, P. N. (1972). Psychology of reasoning: 
Structure and content. Cambridge, MA: Harvard University Press.

169. Klayman (1995), supra note 26, p. 399. According to Jonathan Baron, 
the phenomenon can be described in the following terms: “To test a hypothesis, 
think of a result that would be found if the hypothesis  were true and then look 
for that result (and do not worry about other hypotheses that might yield the 
same result).” Baron has labeled this the congruence heuristic. Baron, J. (2000). 
Thinking and deciding, p. 162. New York: Cambridge University Press.

The research has identifi ed two information- gathering strategies that people 
use when testing hypotheses in making social judgments: a diagnostic strategy 
asks questions whose answers permit the greatest distinction between the focal 
hypothesis and its alternatives. A confi rmation strategy tends to rely on ques-
tions that confi rm the hypothesis without much regard to their diagnosticity. Skov, 
R. B., & Sherman, S. J. (1986). Information- gathering pro cesses: Diagnosticity, 
hypothesis- confi rmatory strategies, and perceived hypothesis confi rmation. Jour-
nal of Experimental Social Psychology, 22, 93– 121.

170. Snyder, M., & Swann, W. B. (1978). Hypothesis testing pro cesses in so-
cial interaction. Journal of Personality and Social Psychology, 36, 1202– 1212.

171. Kassin, S. M., Goldstein, C. C., & Savitsky, K. (2003). Behavioral confi r-
mation in the interrogation room: On the dangers of presuming guilt. Law and 
Human Behavior, 27, 187– 203.

172. Selective exposure was one of the central themes in Leon Festinger’s 
cognitive dissonance theory. Festinger (1957), supra note 112, chaps. 6, 7. See 
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E., Schulz- Hardt, S., Frey, D., & Thelen, N. (2001). Confi rmation bias in se-
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exposure: Voter information preferences and the Watergate affair. Journal of 
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174. Ehrlich, D., Guttman, I., Schönbach, P., & Mills, J. (1957). Postdecision 
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177. Kunda, Z. & Sinclair, L. (1999). Motivated reasoning with ste reo types: 
Activation, application, and inhibition. Psychological Inquiry, 10, 12– 22.

178. A study of lay people’s judgments of judicial decisions found that when 
the participants agree with the outcome of the court’s decision, they are in-
different to the type of reasoning offered by the court. When they disagree with 
the outcome, they react differently to different modes of reasoning. Simon, D., 
& Scurich, N. (2011). Lay judgments of judicial decision making. Journal of 
Empirical Legal Studies, 8, 709– 727.

179. Edwards & Smith (1996), supra note 29. Similar fi ndings  were made by 
po liti cal scientists Taber, C. S., & Lodge, M. (2006). Motivated skepticism in 
the evaluation of po liti cal beliefs. American Journal of Po liti cal Science, 50, 
755– 769.

180. Wyer & Frey (1983), supra note 59. For similar fi ndings, see Pyszczyn-
ski, T., Greenberg, J., & Holt, K. (1985). Maintaining consistency between self- 
serving beliefs and available data: A bias in information evaluation. Personality 
and Social Psychology Bulletin, 11, 179– 190.

181. Ditto et al. (2003), supra note 58.
182. The small but indisputable fl aw was noticed by 71 percent of the re-

viewers who disagreed with the study’s results, but by only 25 percent of the 
reviewers who agreed with them. Mahoney (1977), supra note 31.

183. This mechanism is also labeled biased assimilation; Lord, Ross, & Lep-
per (1979), supra note 49.
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187. Brownstein, Read, & Simon (2004), supra note 63.
188. Dror, Charlton, & Péron (2006), supra note 46; Dror & Charlton 

(2006), supra note 53.
189. Shaklee, H., & Fischhoff, B. (1982). Strategies of information search in 

causal analysis. Memory & Cognition, 10, 520– 530; Saad, G., & Russo, J. E. 
(1996). Stopping criteria in sequential choice. Or gan i za tion al Behavior and Human 
Decision Pro cesses, 67, 258– 270.

190. Ditto, P. H., & Lopez, D. F. (1992). Motivated skepticism: Use of dif-
ferential decision criteria for preferred and nonpreferred conclusions. Journal of 
Personality and Social Psychology, 63, 568– 584.

191. McGonigle, S., & and Emily, J. (2008). A blind faith in eyewitnesses: 18 
of 19 local cases overturned by DNA relied heavily on unreliable testimony. 
Dallas Morning News, October 12, p. 1A.

192. For reviews, see Lerner, J. S., & Tetlock, P. E. (1999). Accounting for the 
effects of accountability. Psychological Bulletin, 125, 255– 275; Tetlock, P. E. 
(2002). Social functionalist frameworks for judgment and choice: Intuitive poli-
ticians, theologians, and prosecutors. Psychological Review, 109, 451– 471.

193. Tetlock, P. E., & Boettger, R. (1989). Accountability: A social magnifi er of 
the dilution effect. Journal of Personality and Social Psychology, 57, 388– 398; Ler-
ner & Tetlock (1999), supra note 192; Simonson & Nye (1992), supra note 121.

194. Wogalter, M. S., Malpass, R. S., & Mcquiston, D. E. (2004). A national 
survey of police on preparation and conduct of identifi cation lineups. Psychol-
ogy, Crime & Law, 10, 69– 82.

195. In jurisdictions that have recently undergone a reform of identifi cation 
procedures, 23 percent of offi cers videotape the procedures. Wise, R. A., Safer, 
M. A., & Maro, C. M. (2011). What U.S. law enforcement offi cers know and 
believe about eyewitness interviews and identifi cation procedures. Applied Cog-
nitive Psychology, 25, 488– 500.

196. Incomplete rec ords  were mentioned in Coleman v. Alabama, 399 U.S. 1 
(1970); Gilbert v. California, 388 U.S. 263 (1967); Neil v. Biggers, 409 U.S. 188 
(1972); Simmons v. United States, 390 U.S. 377 (1968); Stovall v. Denno, 388 
U.S. 263 (1967); and United States v. Ash, 413 U.S. 300 (1973).

197. Warren, A. R., & Woodall, C. E. (1999). The reliability of hearsay testi-
mony: How well do interviewers recall their interviews with children? Psychol-
ogy, Public Policy, and Law, 5, 355– 371. The latter fi nding was observed also in a 
study in which mothers  were asked about a conversation they had had some days 
earlier with their children. Only one of every six questions asked was recalled. 
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Bruck, M., Ceci, S. J., & Francoeur, E. (1999). The accuracy of mothers’ memories 
of conversations with their preschool children. Journal of Experimental Psychol-
ogy: Applied, 5, 89– 106.

198. This study compared the notes taken with audio- tape recordings of the 
interviews. Lamb, M. E., Orbach, Y., Sternberg, K. J., Hershkowitz, I., & Horo-
witz, D. (2000). Accuracy of investigators’ verbatim notes of their forensic inter-
views with alleged child abuse victims. Law and Human Behavior, 24, 699– 708.

199. Gregory, A. H., Schreiber- Compo, N., Vertefeuille, L., & Zambrusky, G. 
(2011). A comparison of US police interviewers’ notes with their subsequent re-
ports. Journal of Investigative Psychology and Offender Profi ling, 8, 203– 215.

200. Moreover, under certain circumstances, accountability can actually 
 increase bias. The construct’s darker side appears when conformity, rather than 
preemptive self- criticism, is deemed the better way to gain the intended audience’s 
approval. For example, when asked to explain their positions on issues such as 
affi rmative action, university tuition increases, and nuclear armament, partici-
pants expressed more liberal views to the liberal audience and more conservative 
views to the conservative audience. Tetlock, P. E., Skitka, L., & Boettger, R. (1989). 
Social and cognitive strategies for coping with accountability: Conformity, com-
plexity, and bolstering. Journal of Personality and Social Psychology, 57, 632– 
640. A criminal investigator wanting to curry favor with a heavy- handed superior 
or an overambitious prosecutor will be more likely to reach conclusions that 
comport with those preferences.

201. The FBI report: Stacey, R. B. (2004). A report on the erroneous fi nger-
print individualization in the Madrid train bombing case. Journal of Forensic 
Identifi cation, 54, 706. The DOJ report: Department of Justice, Offi ce of the In-
spector General of the Oversight and Review Division (2006a). A review of the 
FBI’s handling of the Brandon Mayfi eld case, Executive Summary. Washington, 
DC.  http:// www .usdoj .gov/ oig/ special/ s0601/ exec .pdf .

202. E.g., United States v. Llera Plaza, 188 F. Supp. 2d 549 (E. D. Pa. 2002). 
See Cole (2005), supra note 55.

203. The offi cial reports of the Mayfi eld investigation conclude that the error 
was not driven by Mayfi eld’s religion. Department of Justice (2006a), supra 
note 201, p. 18. Yet it seems inconceivable that investigators would have over-
looked the fact that this former military man had embraced Islam and main-
tained contacts with suspected and convicted terrorists. One of the examiners 
admitted that if the person identifi ed had been someone without Islamic charac-
teristics, like the “Maytag Repairman,” the laboratory might have treated the 
identifi cation with greater skepticism. Ibid., p. 12.

204. Kershaw, S. (2004). Spain and U.S. at odds on mistaken terror arrest. 
New York Times, June 5, p. A1.  http:// www .nytimes .com/ 2004/ 06/ 05/ us/ spain 
-and -us -at -odds -on -mistaken -terror -arrest .html ?scp=1 & sq=kershaw %20sarah 
%20spain %20us %20at %20odds & st=cse .
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205. Ibid.
206. Stacey (2004), supra note 201.
207. Ibid. The DOJ report found no evidence that the investigators  were in-

fl uenced by high profi le nature of the case. Department of Justice (2006a), supra 
note 201, p. 11.

208. Department of Justice (2006a), supra note 201, p. 8.
209. “Level 3” details include tiny individual pores, incipient dots between 

ridges, ridge edges, and small between- ridge details. These details are controver-
sial because they are small, and their appearance is highly variable, even be-
tween different prints made by the same fi nger. Ibid.

210. Ibid.
211. The examiners explained away the apparent mismatch of this region on 

the basis of a “double touch” theory, an explanation that was fl atly rejected by 
the experts advising the inquiries. Ibid., p. 9.

212. Ibid., p. 8.
213. Ibid., p. 12.
214. Ibid., p. 7.
215. Stacey (2004), supra note 201.
216. Department of Justice (2006a), supra note 201, p. 10.
217. “Points,” or “minutiae,” are places where the individual ridges in the 

fi ngerprint end or split.
218. Kershaw (2004), supra note 204.
219. Ibid., quoting Mr. Corrales.
220. Department of Justice (2006a), supra note 201, p. 11.
221. Kershaw (2004), supra note 204. The judge stated: “I have no affi davit 

from any Spanish authorities as to questioning the fi ngerprint. The only infor-
mation I have is that after consulting with the FBI, that they agreed with the 
100 percent identifi cation.” Cited in Department of Justice, Offi ce of the In-
spector General of the Oversight and Review Division (2006b). A review of 
the FBI’s handling of the Brandon Mayfi eld case, p.  80. Washington, DC. 
 http:// www .justice .gov/ oig/ special/ s0601/ Chapter2 .pdf) The DOJ report de-
scribed the inaccuracies in the affi davits as a “regrettable inattention to detail” 
(ibid ., p. 268). The conduct of the attorneys was outside the purview of the 
DOJ inquiry.

222. Kershaw (2004), supra note 204.
223. Ibid.
224. See, e.g., De Bono, E. (1968). New think: The use of lateral thinking in 

the generation of new ideas. New York: Basic Books.
225. Detectives are encouraged to continually challenge the meaning and reli-

ability of any material they gather. National Centre for Police Excellence (2005). 
Practice advice on core investigative doctrine, p. 62. Cambourne, UK: Associa-
tion of Chief Police Offi cers. The En glish statute governing police investigations 
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(PACE) requires that all reasonable inquiries, both indicating and challenging 
the responsibility of the suspect, ought to be undertaken and recorded.

226. Canadian courts have ordered police offi cers to take into account “all 
the information available.” Offi cers are entitled to disregard evidence only if 
they fi nd it to be unreliable. Dix v. AG Canada, 2002, para. 357.

227. Lord, C.  G., Lepper, M.  R., & Preston, E. (1984). Considering the 
 opposite: A corrective strategy for social judgment. Journal of Personality and 
Social Psychology, 47, 1231– 1243; Mussweiler, T., Strack, F., & Pfeiffer, T. 
(2000). Overcoming the inevitable anchoring effect: Considering the opposite 
compensates for selective accessibility. Personality and Social Psychology Bulle-
tin, 26, 1142– 1150. Some research indicates that debiasing can occur when one 
considers any other hypothesis, not only the opposite one. Hirt & Markman 
(1995), supra note 33.

228. Arkes, H. R. (1991). Costs and benefi ts of judgment errors: Implications 
for debiasing. Psychological Bulletin, 110, 486– 498. See also Mussweiler, Strack, 
& Pfeiffer (2000), supra note 227.

229. For example, although the intervention succeeded in reducing students’ 
beliefs in a random scenario they  were asked to explain (the victory of a team in 
a random sporting event), it was unsuccessful in debiasing their beliefs when 
their motivation was implicated in the outcome (a victory of their own team). 
Markman & Hirt (2002), supra note 19, study 1.

230. See, e.g., Sanna, L. J., Schwarz, N., & Stocker, S. L. (2002). When debi-
asing backfi res: Accessible content and accessibility experiences in debiasing 
hindsight. Journal of Experimental Psychology: Learning, Memory, and Cogni-
tion, 28, 497– 502; Hirt & Markman (1995), supra note 33, study 3.

231. A similar intervention involves designating a dev il’s advocate, which as-
signs the responsibility to lodge a critique of the focal hypothesis, without nec-
essarily offering a countertheory.

232. For a review of the literature and a meta- analysis, see Schwenk, C. R. 
(1990). Effects of dev il’s advocacy and dialectical inquiry on decision making: 
A meta- analysis. Or gan i za tion al Behavior and Human Decision Pro cesses, 47, 
161– 176.

233. Greitemeyer, Schulz- Hardt, & Frey (2009), supra note 126; Nemeth, C., 
Brown, K., & Rogers, J. (2001). Dev il’s advocate versus authentic dissent: 
Stimulating quantity and quality. Eu ro pe an Journal of Social Psychology, 31, 
707– 720. See also Gunia, B. C., Sivanathan, N., & Galinsky, A. D. (2009). Vi-
carious entrapment: Your sunk costs, my escalation of commitment. Journal of 
Experimental Social Psychology, 45, 1238– 1244.

234. Kerstholt & Eikelbloom (2007), supra note 45.
235. As observed by Jacqueline Hodgson, the investigative magistrates ( juges 

d’instruction) often tend to verify the evidence that was gathered by the police 
before being appointed to the case. Hodgson, J. (2005). French criminal justice: 
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A comparative account of the investigation and prosecution of crime in France, 
p. 247. Oxford: Hart Publishing.

236. Schachter (1951), supra note 130; Nemeth, Brown, & Rogers (2001),
supra note 233.

237. Nemeth, C. J., Connell, J. B., Rogers, J. D., & Brown, K. S. (2001). Im-
proving decision making by means of dissent. Journal of Applied Social Psy-
chology, 31, 48– 58; Nemeth, Brown, & Rogers (2001), supra note 233.

238. See  http:// www .dallasda .com/ . Tellingly, the front page of the Summer 
2011 issue of the newsletter of Watkins’s offi ce, The Justice Report, carries the 
story of an exoneration of a man convicted for aggravated rape by the offi ce in 
1984:  http:// dallascounty .org/ department/ da/ media/ Summer2011 .pdf .

239. The high rate of exonerations is made possible by the fact that Dallas 
County has traditionally kept evidence from closed cases, which has enabled the 
pre sen ta tion of compelling evidence for post- conviction review, at least in some 
cases.

240. On innocence commissions, see Chapter 8.
241. As noted in Chapter 1, Lloyd Weinreb proposed the establishment of 

an “investigating magistracy” (Weinreb [1977], supra note 54, p. 119). George 
Thomas proposed that criminal investigations and pretrial procedures be over-
seen by a “screening magistrate”: Thomas, G. C. III (2008). The supreme court on 
trial: How the American justice system sacrifi ces innocent defendants, pp. 193– 
227. Ann Arbor: University of Michigan Press. Keith Findley has suggested a sys-
tem that blends the strengths of the adversarial and inquisitorial systems: Findley, 
K. A. (in press). Adversarial inquisitions: Rethinking the search for the truth. New 
York Law Review.

242. See Kassin, S. M. (1998). Eyewitness identifi cation procedures: The fi fth 
rule. Law and Human Behavior, 22, 649– 653.

243. The well- known RAND study of police investigations found that many 
investigative rec ords are incomplete and casually maintained. Police fi les covered 
between 26 percent and 45 percent of the evidentiary questions considered es-
sential by prosecutors. The authors posited that poor recordkeeping results in 
higher case dismissal rates and weakening of the prosecutors’ plea- bargaining 
position. Greenwood, P. W., Chaiken, J. M., Petersilia, J., & Prusoff, L. L. (1975). 
The criminal investigation pro cess, Part III. Santa Monica, CA: RAND. Like-
wise, experienced Canadian police offi cers concede that their note- taking habits 
result in case dismissals. Yuille, J. C. (1984). Research and teaching with police: 
A Canadian example. International Review of Applied Psychology, 33, 5– 23.

3. “Offi cer, That’s Him!”

1. Of the tellers shown a photospread that contained the photo of the
suspect, 48 percent identifi ed him correctly and 52 percent either identifi ed an 
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Abstract Recent DNA exonerations have shed light on

the problem that people sometimes confess to crimes they

did not commit. Drawing on police practices, laws con-

cerning the admissibility of confession evidence, core

principles of psychology, and forensic studies involving

multiple methodologies, this White Paper summarizes what

is known about police-induced confessions. In this review,

we identify suspect characteristics (e.g., adolescence;

intellectual disability; mental illness; and certain personal-

ity traits), interrogation tactics (e.g., excessive interrogation

time; presentations of false evidence; and minimization),

and the phenomenology of innocence (e.g., the tendency to

waive Miranda rights) that influence confessions as well as

their effects on judges and juries. This article concludes

with a strong recommendation for the mandatory electronic

recording of interrogations and considers other possibilities

for the reform of interrogation practices and the protection

of vulnerable suspect populations.

Keywords Police interviews � Interrogations �
Confessions

In recent years, a disturbing number of high-profile cases,

such as the Central Park jogger case, have surfaced

involving innocent people who had confessed and were

convicted at trial, only later to be exonerated (Drizin & Leo,

2004; Gudjonsson, 1992, 2003; Kassin, 1997; Kassin &

Gudjonsson, 2004; Lassiter, 2004; Leo & Ofshe, 1998).

Although the precise incidence rate is not known, research

suggests that false confessions and admissions are present

in 15–20% of all DNA exonerations (Garrett, 2008; Scheck,

Neufeld, & Dwyer, 2000; http://www.innocenceproject.org/).

Moreover, because this sample does not include those false

confessions that are disproved before trial, many that result

in guilty pleas, those in which DNA evidence is not avail-

able, those given to minor crimes that receive no post-

conviction scrutiny, and those in juvenile proceedings that

contain confidentiality provisions, the cases that are dis-

covered most surely represent the tip of an iceberg.

In this new era of DNA exonerations, researchers and

policy makers have come to realize the enormous role that

psychological science can play in the study and prevention

of wrongful convictions. In cases involving wrongfully

convicted defendants, the most common reason (found in

three-quarters of the cases) has been eyewitness mis-

identification. Eyewitness researchers have thus succeeded

at identifying the problems and proposing concrete

reforms. Indeed, following upon an AP-LS White Paper

on the subject (Wells et al., 1998), the U.S. Department

of Justice assembled a working group of research
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psychologists, prosecutors, police officers, and lawyers,

ultimately publishing guidelines for law enforcement on

how to minimize eyewitness identification error (Technical

Working Group for Eyewitness Evidence, 1999; see Doyle,

2005; Wells et al., 2000). While other problems have been

revealed—for example, involving flaws in various forensic

sciences (see Faigman, Kaye, Saks, & Sanders, 2002), the

number of cases involving confessions—long considered

the ‘‘gold standard’’ in evidence—has proved surprising

(http://www.innocenceproject.org/).

Wrongful convictions based on false confessions raise

serious questions concerning a chain of events by which

innocent citizens are judged deceptive in interviews and

misidentified for interrogation; waive their rights to silence

and to counsel; and are induced into making false narrative

confessions that form a sufficient basis for subsequent con-

viction. This White Paper summarizes much of what we

know about this phenomenon. It draws on core psychological

principles of influence as well as relevant forensic psychol-

ogy studies involving an array of methodologies. It identifies

various risk factors for false confessions, especially in police

interviewing, interrogation, and the elicitation of confes-

sions. It also offers recommendations for reform.

Citing the impact on policy and practice of the eyewit-

ness White Paper, Wiggins and Wheaton (2004) called for

a similar consensus-based statement on confessions. Ful-

filling this call, the objectives of this White Paper are

threefold. The first is to review the state of the science on

interviewing and interrogation by bringing together a

multidisciplinary group of scholars from three perspec-

tives: (1) clinical psychology (focused on individual

differences in personality and psychopathology); (2)

experimental psychology (focused on the influence of

social, cognitive, and developmental processes); and (3)

criminology (focused on the empirical study of criminal

justice as well as criminal law, procedure, and legal prac-

tice). Our second objective is to identify the dispositional

characteristics (e.g., traits associated with Miranda waiv-

ers, compliance, and suggestibility; adolescence; mental

retardation; and psychopathology) and situational-inter-

rogation factors (e.g., prolonged detention and isolation;

confrontation; presentations of false evidence; and mini-

mization) that influence the voluntariness and reliability of

confessions. Our third objective is to make policy recom-

mendations designed to reduce both the likelihood of

police-induced false confessions and the number of

wrongful convictions based on these confessions.

BACKGROUND

The pages of American legal history are rich in stories

about false confessions. These stories date back to the

Salem witch trials of 1692, during which about 50

women confessed to witchcraft, some, in the words of

one observer, after being ‘‘tyed… Neck and Heels till the

Blood was ready to come out of their Noses’’ (Karlsen,

1989, p. 101). Psychologists’ interest as well can be

traced to its early days as a science. One hundred years

ago, in On the Witness Stand, Hugo Munsterberg (1908)

devoted an entire chapter to the topic of ‘‘Untrue Con-

fessions.’’ In this chapter, he discussed the Salem witch

trials, reported on a contemporary Chicago confession

that he believed to be false, and sought to explain the

causes of this phenomenon (e.g., he used such words as

‘‘hope,’’ ‘‘fear,’’ ‘‘promises,’’ ‘‘threats,’’ ‘‘suggestion,’’

‘‘calculations,’’ ‘‘passive yielding,’’ ‘‘shock,’’ ‘‘fatigue,’’

‘‘emotional excitement,’’ ‘‘melancholia,’’ ‘‘auto-hypno-

sis,’’ ‘‘dissociation,’’ and ‘‘self-destructive despair’’).

DNA Exonerations and Discoveries in the U.S.

In 1989, Gary Dotson was the first wrongfully convicted

individual to be proven innocent through the then-new

science of DNA testing. Almost two decades later, more

than 200 individuals have been exonerated by post-con-

viction DNA testing and released from prison, some from

death row. In 15–20% of these cases, police-induced false

confessions were involved (Garrett, 2008; www.innocence

project.org). A disturbing number of these have occurred in

high-profile cases, such as New York City’s Central Park

Jogger case, where five false confessions were taken within

a single investigation. In that case, five teenagers confessed

during lengthy interrogations to the 1989 brutal assault and

rape of a young woman in Central Park. Each boy retracted

his statement immediately upon arrest, saying he had

confessed because he expected to go home afterward. All

the boys were convicted and sent to prison, only to be

exonerated in 2002 when the real rapist gave a confession,

accurately detailed, that was confirmed by DNA evidence

(People of the State of New York v. Kharey Wise et al.,

2002).

Post-conviction DNA tests and exonerations have

offered a window into the causes of wrongful conviction.

Researchers and legal scholars have long documented the

problem and its sources of error (Borchard, 1932; Frank &

Frank, 1957; see Leo, 2005 for a review). Yet criminal

justice officials, commentators, and the public have tended

until recently to be highly skeptical of its occurrence,

especially in death penalty cases (Bedau & Radelet, 1987).

The steady stream of post-conviction DNA exonerations in

the last two decades has begun to transform this perception.

Indeed, these cases have established the leading causes of

error in the criminal justice system to be eyewitness mis-

identification, faulty forensic science, false informant

testimony, and false confessions (Garrett, 2008).
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The Problem of False Confessions

A false confession is an admission to a criminal act—

usually accompanied by a narrative of how and why the

crime occurred—that the confessor did not commit. False

confessions are difficult to discover because neither the

state nor any organization keeps records of them, and they

are not usually publicized. Even if they are discovered,

false confessions are hard to establish because of the dif-

ficulty of proving the confessor’s innocence. The literature

on wrongful convictions, however, shows that there are

several ways to determine whether a confession is false.

Confessions may be deemed false when: (1) it is later

discovered that no crime was committed (e.g., the pre-

sumed murder victim is found alive, the autopsy on a

‘‘shaken baby’’ reveals a natural cause of death); (2)

additional evidence shows it was physically impossible for

the confessor to have committed the crime (e.g., he or she

was demonstrably elsewhere at the time or too young to

have produced the semen found on the victim); (3) the real

perpetrator, having no connection to the defendant, is

apprehended and linked to the crime (e.g., by intimate

knowledge of nonpublic crime details, ballistics, or phys-

ical evidence); or (4) scientific evidence affirmatively

establishes the confessor’s innocence (e.g., he or she is

excluded by DNA test results on semen, blood, hair, or

saliva).

Drizin and Leo (2004) analyzed 125 cases of proven

false confession in the U.S. between 1971 and 2002, the

largest sample ever studied. Ninety-three percent of the

false confessors were men. Overall, 81% of the confessions

occurred in murder cases, followed by rape (8%) and arson

(3%). The most common bases for exoneration were the

real perpetrator was identified (74%) or that new scientific

evidence was discovered (46%). With respect to personal

vulnerabilities, the sample was younger than the total

population of murderers and rapists: A total of 63% of false

confessors were under the age of 25, and 32% were under

18; yet of all persons arrested for murder and rape, only 8

and 16%, respectively, are juveniles (Snyder, 2006). In

addition, 22% were mentally retarded, and 10% had a

diagnosed mental illness. Surprisingly, multiple false con-

fessions to the same crime were obtained in 30% of the

cases, wherein one false confession was used to prompt

others. In total, 81% of false confessors in this sample

whose cases went to trial were wrongfully convicted.

Although other researchers have also documented false

confessions in recent years, there is no known incidence

rate, and to our knowledge empirically based estimates

have never been published. There are several reasons why

an incidence rate cannot be determined. First, researchers

cannot identify the universe of false confessions because

no governmental or private organization keeps track of this

information. As noted earlier, the sample of discovered

cases is thus incomplete. Second, even if one could identify

a nonrandom set of hotly contested and possibly false

confessions, it is often difficult if not impossible as a

practical matter to obtain the primary case materials (e.g.,

police reports; pretrial and trial transcripts; and electronic

recordings of the interrogations) needed to determine

‘‘ground truth’’ with sufficient certainty to prove that the

confessor is innocent. Also, it is important to note that

although most case studies are based in the U.S. and

England, proven false confessions have been documented

in countries all over the world—including Canada (CBC

News, August 10, 2005), Norway (Gudjonsson, 2003),

Finland (Santtila, Alkiora, Ekholm, & Niemi, 1999), Ger-

many (Otto, 2006), Iceland (Sigurdsson & Gudjonsson,

2004), Ireland (Inglis, 2004), The Netherlands (Wagenaar,

2002), Australia (Egan, 2006), New Zealand (Sherrer,

2005), China (Kahn, 2005), and Japan (Onishi, 2007).

For estimating the extent of the problem, self-report

methods have also been used. Sigurdsson and Gudjonsson

(2001) conducted two self-report studies of prison inmates

in Iceland and found that 12% claimed to have made a false

confession to police at some time in their lives, a pattern

that the authors saw as part of the criminal lifestyle. In a

more recent study of Icelandic inmates, the rate of self-

reported false confessions had increased (Gudjonsson,

Sigurdsson, Einarsson, Bragason, & Newton, 2008). Sim-

ilar studies have been conducted in student samples within

Iceland and Denmark. Among those interrogated by police,

the self-reported false confession rates ranged from 3.7 to

7% among college and older university students (Gudj-

onsson, Sigurdsson, Asgeirsdottir, & Sigfusdottir, 2006;

Gudjonsson, Sigurdsson, & Einarsson, 2004; Steingrims-

dottir, Hreinsdottir, Gudjonsson, Sigurdsson, & Nielsen,

2007; Gudjonsson, Sigurdsson, Bragason, Einarsson, &

Valdimarsdottir, 2004). In a North American survey of 631

police investigators, respondents estimated from their own

experience that 4.78% of innocent suspects confess during

interrogation (Kassin et al., 2007). Retrospective self-

reports and observer estimates are subject to various cog-

nitive and motivational biases and should be treated with

caution as measures of a false confession rate. In general,

however, they reinforce the wrongful conviction data

indicating that a small but significant minority of innocent

people confess under interrogation.

POLICE INTERROGATIONS IN CONTEXT

The practices of interrogation and the elicitation of con-

fessions are subject to historical, cultural, political, legal,

and other contextual influences. Indeed, although this

article is focused on confessions to police within in a
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criminal justice framework, it is important to note that

similar processes occur, involving varying degrees of

pressure, within the disparate frameworks of military

intelligence gathering and corporate loss-prevention

investigations. Focused on criminal justice, we examine

American interrogation practices of the past and present;

the role played by Miranda rights; the admissibility and use

of confession evidence in the courts; and current practices

not only in the U.S. but in other countries as well.

‘‘Third-Degree’’ Practices of the Past

From the late nineteenth century through the 1930s,

American police occasionally employed ‘‘third-degree’’

methods of interrogation—inflicting physical or mental

pain and suffering to extract confessions and other types of

information from crime suspects. These techniques ranged

from the direct and explicit use of physical assaults to

tactics that were both physically and psychologically

coercive to lesser forms of duress. Among the most com-

monly used ‘‘third-degree’’ techniques were physical

violence (e.g., beating, kicking, or mauling suspects); tor-

ture (e.g., simulating suffocation by holding a suspect’s

head in water, putting lighted cigars or pokers against a

suspect’s body); hitting suspects with a rubber hose (which

seldom left marks); prolonged incommunicado confine-

ment; deprivations of sleep, food, and other needs; extreme

sensory discomfort (e.g., forcing a suspect to stand for

hours on end, shining a bright, blinding light on the sus-

pect); and explicit threats of physical harm (for a review,

see Leo, 2004). These methods were varied and com-

monplace (Hopkins, 1931), resulting in large numbers of

coerced false confessions (Wickersham Commission

Report, 1931).

The use of third-degree methods declined precipitously

from the 1930s through the 1960s. They have long since

become the exception rather than the rule in American

police work, having been replaced by interrogation tech-

niques that are more professional and psychologically

oriented. The twin pillars of modern interrogation are

behavioral lie-detection methods and psychological inter-

rogation techniques, both of which have been developed

and memorialized in interrogation training manuals. By the

middle of the 1960s, police interrogation practices had

become entirely psychological in nature (Wald, Ayres,

Hess, Schantz, & Whitebread, 1967). The President’s

Commission on Criminal Justice and the Administration of

Justice declared in 1967: ‘‘Today the third degree is virtu-

ally non-existent’’ (Zimring & Hawkins, 1986, p. 132). Still,

as the United States Supreme Court recognized in Miranda

v. Arizona (1966), psychological interrogation is inherently

compelling, if not coercive, to the extent that it relies on

sustained pressure, manipulation, trickery, and deceit.

Current Law Enforcement Objectives and Practices

in the U.S.

American police typically receive brief instruction on

interrogation in the academy and then more sustained and

specialized training when promoted from patrol to detec-

tive. Interrogation is an evidence-gathering activity that is

supposed to occur after detectives have conducted an initial

investigation and determined, to a reasonable degree of

certainty, that the suspect to be questioned committed the

crime.

Sometimes this determination is reasonably based on

witnesses, informants, or tangible evidence. Often, how-

ever, it is based on a clinical hunch formed during a pre-

interrogation interview in which special ‘‘behavior-pro-

voking’’ questions are asked (e.g., ‘‘What do you think

should happen to the person who committed this crime?’’)

and changes are observed in aspects of the suspect’s

behavior that allegedly betray lying (e.g., gaze aversion,

frozen posture, and fidgety movements). Yet in laboratories

all over the world, research has consistently shown that

most commonsense behavioral cues are not diagnostic of

truth and deception (DePaulo et al., 2003). Hence, it is not

surprising as an empirical matter that laypeople on average

are only 54% accurate at distinguishing truth and decep-

tion; that training does not produce reliable improvement;

and that police investigators, judges, customs inspectors,

and other professionals perform only slightly better, if at

all—albeit with high levels of confidence (for reviews, see

Bond & DePaulo, 2006; Meissner & Kassin, 2002; Vrij,

2008).

The purpose of interrogation is therefore not to discern

the truth, determine if the suspect committed the crime, or

evaluate his or her denials. Rather, police are trained to

interrogate only those suspects whose culpability they

‘‘establish’’ on the basis of their initial investigation

(Gordon & Fleisher, 2006; Inbau, Reid, Buckley, & Jayne,

2001). For a person under suspicion, this initial impression

is critical because it determines whether police proceed to

interrogation with a strong presumption of guilt which, in

turn, predisposes an inclination to ask confirmatory ques-

tions, use persuasive tactics, and seek confessions (Hill,

Memon, & McGeorge, 2008; Kassin, Goldstein, & Savit-

sky, 2003). In short, the single-minded purpose of

interrogation is to elicit incriminating statements, admis-

sions, and perhaps a full confession in an effort to secure

the conviction of offenders (Leo, 2008).

Designed to overcome the anticipated resistance of

individual suspects who are presumed guilty, police inter-

rogation is said to be stress-inducing by design—structured

to promote a sense of isolation and increase the anxiety and

despair associated with denial relative to confession. To

achieve these goals, police employ a number of tactics. As
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described in Inbau et al.’s (2001) Criminal Interrogation

and Confessions, the most influential approach is the so-

called Reid technique (named after John E. Reid who,

along with Fred Inbau, developed this approach in the

1940s and published the first edition of their manual in

1962). First, investigators are advised to isolate the suspect

in a small private room, which increases his or her anxiety

and incentive to escape. A nine-step process then ensues in

which an interrogator employs both negative and positive

incentives. On one hand, the interrogator confronts the

suspect with accusations of guilt, assertions that may be

bolstered by evidence, real or manufactured, and refuses to

accept alibis and denials. On the other hand, the interro-

gator offers sympathy and moral justification, introducing

‘‘themes’’ that minimize the crime and lead suspects to see

confession as an expedient means of escape. The use of this

technique has been documented in naturalistic observa-

tional studies (Feld, 2006b; Leo, 1996b; Simon, 1991;

Wald et al., 1967) and in recent surveys of North American

investigators (Kassin et al., 2007; Meyer & Reppucci,

2007).

Miranda Warnings, Rights, and Waivers

One of the U.S. legal system’s greatest efforts to protect

suspects from conditions that might produce involuntary

and unreliable confessions is found in the U.S. Supreme

Court decision in Miranda v. Arizona (1966). The Court

was chiefly concerned with cases in which the powers of

the state, represented by law enforcement, threatened to

overbear the will of citizen suspects, thus threatening their

Constitutional right to avoid self-incrimination.

In Miranda, the Court offered a remedy, requiring that

police officers had to inform suspects of their rights to

remain silent and to the availability of legal counsel prior

to confessions. This requirement aimed to strike a balance

against the inherently threatening power of the police in

relation to the disadvantaged position of the suspect, thus

reducing coercion of confessions. In cases involving chal-

lenges to the validity of the waiver of rights, courts were to

apply a test regarding the admissibility of the confession at

trial. Statements made by defendants would be inadmissi-

ble if a waiver of the rights to silence and counsel was not

made ‘‘voluntarily, knowingly, and intelligently.’’ One year

after the Miranda decision, In re Gault (1967) extended

these rights and procedures to youth when they faced

delinquency allegations in juvenile court.

Forty years later, there is no research evidence that

Miranda and Gault achieved their ultimate objective.

Police officers routinely offer the familiar warnings to

suspects prior to taking their statements. But research has

not unequivocally determined whether confessions became

more or less likely, are any more or less reliable, or are

occurring in ways that are more or less ‘‘voluntary,

knowing, and intelligent’’ than in the years prior to Mir-

anda. Several years ago, Paul Cassell, an outspoken critic

of Miranda, had maintained (based on pre–post studies as

well as international comparisons) that the confession and

conviction rates have dropped significantly as a direct

result of the warning and waiver requirements, thus trig-

gering the release of dangerous criminals (Cassell, 1996a,

1996b; Cassell & Hayman, 1996). Yet others countered

that his analysis was based on selective data gathering

methods and unwarranted inferences (Donahue, 1998;

Feeney, 2000; Thomas & Leo, 2002); that these declines, if

real, were insubstantial (Schulhofer, 1996); that four out of

five suspects waive their rights and submit to questioning

(Leo, 1996a, 1996b); and that the costs to law enforcement

were outweighed by social benefits—for example, that

Miranda has had a civilizing effect on police practices and

has increased public awareness of constitutional rights

(Leo, 1996c; Thomas, 1996).

In recent years, the U.S. Supreme Court has upheld the

basic warning-and-waiver requirement (Dickerson v.

United States, 2000)—for example, refusing to accept

confessions given after a warning that was tactically

delayed to produce an earlier inadmissible statement

(Missouri v. Seibert, 2004). Practically speaking, however,

research has suggested that the Court’s presumption con-

cerning the protections afforded by Miranda warnings is

questionable. At minimum, a valid waiver of rights

requires that police officers provide suspects an under-

standable description of their rights and that suspects must

understand these warnings to waive them validly. What

empirical evidence do we have that Miranda’s procedural

safeguards produce these conditions?

First, the rights of which suspects must be informed

were clearly defined in Miranda, but the warnings were

not. The Miranda decision included an appendix wherein

the Court offered an example of the warnings that were

suggested, but police departments were free to devise their

own warnings. A recent study examined 560 Miranda

warning forms used by police throughout the U.S. (Rogers,

Harrison, Shuman, Sewell, & Hazelwood, 2007). A host of

variations in content and format were identified, and metric

analysis of their wording revealed reading-level require-

ments ranging from third-grade level to the verbal

complexity of postgraduate textbooks (see Kahn, Zapf, &

Cooper, 2006, for similar results; also see Rogers, Hazel-

wood, Sewell, Harrison, & Shuman, 2008). Moreover,

Miranda warning forms varied considerably in what they

conveyed. For example, only 32% of the forms told sus-

pects that legal counsel could be obtained without charge.

Thus, many warning forms raise serious doubts about the

knowing and intelligent waiver of rights by almost any

suspect who is ‘‘informed’’ by them.
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Second, studies have repeatedly shown that a substantial

proportion of adults with mental disabilities, and ‘‘aver-

age’’ adolescents below age 16 have impaired

understanding of Miranda warnings when they are exposed

to them. Even adults and youth who understand them

sometimes do not grasp their basic implications. Many of

these studies have examined actual adult or juvenile

defendants, using reliable procedures that allow the quality

of an individual’s understanding to be scored according to

specified criteria. For example, do people after warnings

factually understand that ‘‘I don’t have to talk’’ and that ‘‘I

can get an attorney to be here now and during any ques-

tioning by police?’’ To answer this question, respondents

have been examined in the relatively benign circumstance

of a testing session with a researcher rather than in the

context of an accusatory, highly stressful interrogation

using standardized Miranda warnings that have about an

average sixth- to seventh-grade reading level. Thus, the

results obtained in these studies represent people’s grasp of

the Miranda warnings under relatively favorable circum-

stances. Under these conditions, average adults exhibit a

reasonably good understanding of their rights (Grisso,

1980, 1981). But studies of adults with serious psycho-

logical disorders (Cooper & Zapf, 2008; Rogers, Harrison,

Hazelwood, & Sewell, 2007) or with mental retardation

(Clare & Gudjonsson, 1991; Everington & Fulero, 1999;

Fulero & Everington, 1995; O’Connell, Garmoe, & Gold-

stein, 2005) have found substantial impairments in

understanding of Miranda warnings compared to nonim-

paired adult defendants.

Many studies have examined adolescents’ understanding

of Miranda warnings, and the results have been very

consistent (Abramovitch, Higgins-Biss, & Biss, 1993;

Abramovitch, Peterson-Badali, & Rohan, 1995: Colwell

et al., 2005; Goldstein, Condie, Kalbeitzer, Osman, &

Geier, 2003; Grisso, 1980, 1981; Redlich, Silverman, &

Steiner, 2003; Viljoen, Klaver, & Roesch, 2005; Viljoen &

Roesch, 2005; Wall & Furlong, 1985). In one compre-

hensive study, 55% of 430 youth of ages 10–16

misunderstood one or more of the Miranda warnings (for

example, ‘‘That means I can’t talk until they tell me to’’).

Across these studies, the understanding of adolescents ages

15–17 with near-average levels of verbal intelligence tends

not to have been inferior to that of adults. But youth of that

age with IQ scores below 85, and average youth below age

14, performed much poorer, often misunderstanding two or

more of the warnings.

Some studies have shown that many defendants, espe-

cially adolescents, who seem to have an adequate factual

understanding of Miranda warnings, do not grasp their

relevance to the situation they are in (e.g., Grisso, 1980,

1981; Viljoen, Zapf, & Roesch, 2007). For example, one

may factually understand that ‘‘I can have an attorney

before and during questioning’’ yet not know what an

attorney is or what role an attorney would play. Others may

understand the attorney’s role but disbelieve that it would

apply in their own situation—as when youth cannot

imagine that an adult would take their side against other

adults, or when a person with paranoid tendencies believes

that any attorney, even his own, would oppose him.

The ability to grasp the relevance of the warnings

beyond having a mere factual understanding of what they

say is sometimes referred to as having a ‘‘rational under-

standing’’ or ‘‘appreciation’’ of the warnings. Many states,

however, require only a factual understanding of Miranda

rights for a ‘‘knowing and intelligent’’ waiver (e.g., People

v. Daoud, 2000). In those states that apply a strict factual

understanding standard, youth who technically understand

the warnings (e.g., ‘‘I can have an attorney to talk to’’ or ‘‘I

can stay silent’’) but harbor faulty beliefs that may distort

the significance of these warnings (‘‘An attorney will tell

the court whatever I say’’ or ‘‘You have to tell the truth in

court, so eventually I’ll have to talk if they want me to’’)

are considered capable of having made a valid waiver, even

if they have no recognition of the meanings of the words or

a distorted view of their implications.

Even among those with adequate understanding, sus-

pects will vary in their capacities to ‘‘think’’ and ‘‘decide’’

about waiving their rights. Whether decision-making

capacities are deemed relevant for a ‘‘voluntary, knowing,

and intelligent’’ waiver will depend on courts’ interpreta-

tions of ‘‘intelligent’’ or ‘‘voluntary.’’ Several studies have

thus examined the decision-making process of persons

faced with hypothetical Miranda waiver decisions.

Studies of adolescents indicate that youth under age 15

on average perform differently from older adolescents and

adults. They are more likely to believe that they should

waive their rights and tell what they have done, partly

because they are still young enough to believe that they

should never disobey authority. Studies have also shown

that they are more likely to decide about waiver on the

basis of the potential for immediate negative conse-

quences—for example, whether they will be permitted to

go home if they waive their rights—rather than considering

the longer-range consequences associated with penalties

for a delinquency adjudication (Grisso, 1981; Grisso et al.,

2003). Young adolescents presented with hypothetical

waiver decisions are less likely than older adolescents to

engage in reasoning that involves adjustment of their

decisions based on the amount of evidence against them or

the seriousness of the allegations (Abramovitch, Peterson-

Badali, & Rohan, 1995). These results regarding the like-

lihood of immature decision-making processes are

consistent with research on the development of psychoso-

cial abilities of young adolescents in everyday

circumstances (Steinberg & Cauffman, 1996) and other
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legal contexts (Grisso & Schwartz, 2000; Owen-Kostelnik,

Reppucci, & Meyer, 2006).

Other Miranda decision-making studies have examined

the suggestibility of persons with disabilities (Clare &

Gudjonsson, 1995: Everington & Fulero, 1999; O’Connell,

Garmoe, & Goldstein, 2005) and adolescents (Goldstein

et al., 2003; Redlich et al., 2003; Singh & Gudjonsson,

1992). Suggestibility refers to a predisposition to accept

information communicated by others and to incorporate

that information into one’s beliefs and memories. In gen-

eral, these studies indicate that persons with mental

retardation and adolescents in general are more susceptible

to suggestion in the context of making hypothetical waiver

decisions, and that greater suggestibility is related to poorer

comprehension of the warnings. These results take on

special significance in light of observational studies of

police behavior when obtaining Miranda waiver decisions

from adolescents (Feld, 2006a, 2006b) and adults (Leo,

1996b). As described elsewhere in this article, police

officers often approach suspects with ‘‘friendly’’ sugges-

tions regarding both the significance of the Miranda waiver

procedure and their decision. In either case, results indicate

that adults with disabilities and adolescents in general are

prone to adjust their behaviors and decisions accordingly.

In a formal sense, whether one waives his or her rights

voluntarily, knowingly, and intelligently does not have a

direct bearing on the likelihood of false confessions

(Kassin, 2005; White, 2001). The decision to waive one’s

rights in a police interrogation does not necessarily lead to

a confession, much less a false confession. Nevertheless,

research cited earlier regarding the lack of attentiveness of

persons with disabilities and adolescents to long-range

consequences suggests an increased risk that they would

also comply with requests for a confession—whether true

of false—to obtain the presumed short-term reward (e.g.,

release to go home). In addition, some studies have found

that poor comprehension of Miranda warnings is itself

predictive of a propensity to give false confessions (Clare

& Gudjonsson, 1995; Goldstein et al., 2003). Sometimes

this stems from low intelligence or a desire to comply; at

other times it appears to be related to a naı̈ve belief that

one’s actual innocence will eventually prevail—a belief

that is not confined to adolescents or persons with dis-

abilities (Kassin & Norwick, 2004).

Finally, many states require the presence of a parent or

other interested adult when youth make decisions about

their Miranda rights (Oberlander, Goldstein, & Goldstein,

2003). These rules are intended to offer youth assistance in

thinking through the decision while recognizing that care-

takers cannot themselves waive their children’s rights in

delinquency or criminal investigations. Studies have shown,

however, that the presence of parents at Miranda waiver

events typically does not result in any advice at all or, when

it does, provides added pressure for the youth to waive

rights and make a statement (Grisso & Ring, 1979). The

presence of parents may be advisable, but it does not offer a

remedy for the difficulties youth face in comprehending or

responding to requests for a waiver of their rights.

In summary, research suggests that adults with mental

disabilities, as well as adolescents, are particularly at risk

when it comes to understanding the meaning of Miranda

warnings. In addition, they often lack the capacity to weigh

the consequences of rights waiver, and are more suscepti-

ble to waiving their rights as a matter of mere compliance

with authority.

Overview of Confession Evidence in the Courts

American courts have long treated confession evidence

with both respect and skepticism. Judicial respect for

confessions emanates from the power of confession evi-

dence and the critical role that confessions play in solving

crimes. The U.S. Supreme Court has recognized that con-

fession evidence is perhaps the most powerful evidence of

guilt admissible in court (Miranda v. Arizona, 1966)—so

powerful, in fact, that ‘‘the introduction of a confession

makes the other aspects of a trial in court superfluous, and

the real trial, for all practical purposes, occurs when the

confession is obtained’’ (Colorado v. Connelly, 1986,

p. 182 citing McCormick, 1972, p. 316).

Judicial skepticism of confession evidence stems from

the historical fact that some law enforcement officers,

aware that confession evidence can assure conviction, have

abused their power in the interrogation room. As the U.S.

Supreme Court stated in Escobedo v. Illinois (1964): ‘‘We

have learned the lesson of history, ancient and modern, that

a system of criminal law enforcement which comes to

depend on the ‘confession’ will, in the long run, be less

reliable and more subject to abuses than a system which

depends on extrinsic evidence independently secured

through skillful investigation’’ (pp. 488–489).

Judicial concern with juror over-reliance on confession

evidence gave rise to a series of evolving rules designed to

curb possible abuses in the interrogation room, exclude

unreliable confessions from trial, and prevent wrongful

convictions. These doctrines, which developed both in the

common law of evidence and under the Constitution as

interpreted by the U.S. Supreme Court, fell into two dis-

tinct sets of legal rules: corroboration rules and the

voluntariness rules (Ayling, 1984; Leo, Drizin, Neufeld,

Hal, & Vatner, 2006).

Corroboration Rules

The corroboration rule, which requires that confessions

be corroborated by independent evidence, was the
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American take on the English rule known as the corpus

delicti rule. Corpus delicti literally means ‘‘body of the

crime’’—that is, the material substance upon which a

crime has been committed’’ (Garner, 2004, p. 310). The

rule was founded at common law in England in the wake

of Perry’s Case, a seventeenth-century case in which a

mother and two brothers were convicted and executed

based upon a confession to a murder that was later dis-

covered to be false when the supposed murder victim

turned up alive (Leo et al., 2006). America’s version of

Perry’s Case is the infamous 1819 case of Stephen and

Jesse Boorn, two brothers who were convicted and sen-

tenced to death in Manchester, Vermont for the murder of

their brother-in-law Russell Colvin. Fortunately for the

two men, both of whom had confessed to the killing

under intense pressure from authorities, their lawyers

located Colvin alive before their hangings took place

(Warden, 2005).

In American homicide cases, in response to Boorn, the

rule came to mean that no individual can be convicted of a

murder without proof that a death occurred, namely the

existence of a ‘‘dead body.’’ As the rule evolved in the

courts over time, it was applied to all crimes and required

that before a confession could be admitted to a jury,

prosecutors had to prove: (1) that a death, injury, or loss

had occurred and (2) that criminal agency was responsible

for that death, injury, or loss (Leo et al., 2006). The rule

was designed to serve three purposes: to prevent false

confessions, to provide incentives to police to continue to

investigate after obtaining a confession, and to safeguard

against the tendency of juries to view confessions as dis-

positive of guilt regardless of the circumstances under

which they were obtained (Ayling, 1984).

The corpus delicti rule does not require corroboration

that the defendant committed the crime, nor does it demand

any proof of the requisite mental state or any other ele-

ments of the crime. Moreover, the rule only requires

corroboration of the fact that a crime occurred; it does not

require that the facts contained in the confession be cor-

roborated. Given the relative ease of establishing the

corpus delicti in most criminal cases (e.g., producing a

dead body in a homicide case and showing that death was

not self-inflicted or the result of an accident), and the

weight that most jurors attach to confession evidence,

prosecutors can still obtain many convictions from unreli-

able confessions. The rule thus makes it easier in some

cases for prosecutors to convict both the guilty and the

innocent (Leo et al., 2006).

At the same time, in a certain class of cases, the corpus

delicti rule may bar the admission of reliable confessions.

Because the rule requires that prosecutors prove that there

be death or injury resulting from a criminal act, prosecutors

may have a hard time getting confessions admitted when

the evidence is unclear as to whether any injury had

occurred (e.g., child molestation without physical evi-

dence) or whether it resulted from an accident or natural

causes as opposed to a criminal act (e.g., child death by

smothering or Sudden Infant Death Syndrome; see Taylor,

2005).

For these reasons and others, the rule has been severely

criticized. In Smith v. United States (1954), the U.S.

Supreme Court criticized the corpus delicti rule for ‘‘ser-

v[ing] an extremely limited function’’ (p. 153). The Court

noted that the rule was originally designed to protect

individuals who had confessed to crimes that never

occurred but that it does little to protect against the far

more frequent problem wherein a suspect confesses to a

crime committed by someone else. In short, the rule did

‘‘nothing to ensure that a particular defendant was the

perpetrator of a crime’’ (State v. Mauchley, 2003, p. 483).

In place of the corpus delicti rule, the Supreme Court, in

two decisions released on the same day—Smith and Opper

v. United States (1954)—announced a new rule, dubbed the

trustworthiness rule, which requires corroboration of the

confession itself rather than the fact that a crime occurred.

Under the trustworthiness rule, which was adopted by

several states, the government may not introduce a con-

fession unless it provides ‘‘substantial independent

evidence which would tend to establish the trustworthiness

of the confession’’ (State v. Mauchley, 2003, p. 48; citing

Opper).

In theory, the trustworthiness standard is a marked

improvement on the corpus delicti rule in its ability to

prevent false confessions from entering the stream of evi-

dence at trial. In practice, however, the rule has not worked

to screen out false confessions. Because investigators

sometimes suggest and incorporate crime details into a

suspect’s confession, whether deliberately or inadvertently,

many false confessions appear highly credible to the sec-

ondhand observer. Without an electronic recording of the

entire interrogation process, courts are thus left to decide a

swearing contest between the suspect and the detective

over the source of the details contained within the con-

fession. Moreover, the quantum of corroboration in most

jurisdictions that apply the trustworthiness doctrine is very

low, allowing many unreliable confessions to go before the

jury (Leo et al., 2006).

Rules Prohibiting Involuntary Confession

Until the late eighteenth century, out-of-court confessions

were admissible as evidence even if they were the invol-

untary product of police coercion. In 1783, however, in The

King v. Warrickshall, an English Court recognized the

inherent lack of reliability of involuntary confessions and

established the first exclusionary rule:
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Confessions are received in evidence, or rejected as

inadmissible, under a consideration whether they are

or are not intitled [sic] to credit. A free and voluntary

confession is deserving of the highest credit, because

it is presumed to flow from the strongest sense of

guilt …but a confession forced from the mind by the

flattery of hope, or by the torture of fear, comes in so

questionable a shape…that no credit ought to be

given it; and therefore it should be rejected (King v.

Warrickshall, 1783, pp. 234–235).

The basis for excluding involuntary confessions in

Warrickshall was a concern that confessions procured by

torture or other forms of coercion must be prohibited

because of the risk that such tactics could cause an innocent

person to confess. In other words, involuntary confessions

were to be prohibited because they were unreliable. Fol-

lowing Warrickshall, in the late 1800s, the U.S. Supreme

Court adopted this reliability rationale for excluding

involuntary confessions in a series of decisions (Hopt v.

Utah, 1884; Pierce v. United States, 1896; Sparf v. United

States, 1895; Wilson v. United States, 1896).

The Supreme Court adopted a second rationale for

excluding involuntary confessions in 1897, in Bram v.

United States. In Bram, the Court for the first time linked

the voluntariness doctrine to the Fifth Amendment’s pro-

vision that ‘‘no person shall be compelled in any criminal

case to be a witness against himself.’’ This privilege

against self-incrimination was not rooted in a concern

about the reliability of confessions. Rather, its origins were

grounded in the rule of nemo tenetursepsum prodere (‘‘no

one is bound to inform on himself’’), a rule dating back to

the English ecclesiastical courts which sought to protect

individual free will from state intrusion (Leo et al., 2006).

The rule of nemo tenetur, which was adopted in the colo-

nies and incorporated into the Fifth Amendment, applied

only to self-incriminating statements in court, and had

never been applied to extrajudicial confessions. By mixing

two unrelated voluntariness doctrines, Bram rewrote his-

tory and provoked considerable confusion by courts and

academics alike (Wigmore, 1970). Still, it gave birth to a

new basis for excluding involuntary confession evidence—

the protection of individual free will.

A third basis for excluding involuntary confessions began

to emerge in 1936, in the case of Brown v. Mississippi, to

deter unfair and oppressive police practices. In Brown, three

black tenant farmers who had been accused of murdering a

white farmer were whipped, pummeled, and tortured until

they provided detailed confessions. The Court unanimously

reversed the convictions of all three defendants, holding that

confessions procured by physical abuse and torture were

involuntary. The Court established the Fourteenth Amend-

ment’s due process clause as the constitutional test for

assessing the admissibility of confessions in state cases. In

addition to common law standards, trial judges would now

have to apply a federal due process standard when evalu-

ating the admissibility of confession evidence, looking to

the ‘‘totality of the circumstances’’ to determine if the

confession was ‘made freely, voluntarily and without

compulsion or inducement of any sort’’’(Haynes v. Wash-

ington, 1963, quoting Wilson v. United States, 1896). As

such, the Court proposed to consider personal characteristics

of the individual suspect (e.g., age, intelligence, mental

stability, and prior contact with law enforcement) as well as

the conditions of detention and interrogation tactics that

were used (e.g., threats, promises, and lies).

This deterrence rationale, implied in Brown, was made

even more explicit in Haley v. Ohio, a case involving a 15-

year-old black boy who was questioned throughout the

night by teams of detectives, isolated for 3 days, and

repeatedly denied access to his lawyer (Haley v. Ohio,

1948). While the majority held that the confession was

obtained ‘‘by means which the law should not sanction’’

(pp. 600–601), Justice Frankfurter, in his concurrence,

went a step further, stating that the confession must be held

inadmissible ‘‘[t]o remove the inducement to resort to such

methods this Court has repeatedly denied use of the fruits

of illicit methods’’ (p. 607).

As these cases suggest, the Supreme Court relied on

different and sometimes conflicting rationales for exclud-

ing involuntary confessions throughout the twentieth

century (Kamisar, 1963; White, 1998). It was not always

clear which of the three justifications the Court would rely

on when evaluating the voluntariness of a confession.

Nevertheless, the Court did appear to designate certain

interrogation methods—including physical force, threats of

harm or punishment, lengthy or incommunicado ques-

tioning, solitary confinement, denial of food or sleep, and

promises of leniency—as presumptively coercive and

therefore unconstitutional (White, 2001). The Court also

considered the individual suspect’s personal characteris-

tics, such as age, intelligence, education, mental stability,

and prior contact with law enforcement, in determining

whether a confession was voluntary. The template of the

due process voluntariness test thus involved a balancing of

whether police interrogation pressures, interacting with a

suspect’s personal dispositions, were sufficient to render a

confession involuntary (Schulhofer, 1981).

The ‘‘totality of the circumstances’’ test, while affording

judges flexibility in practice, has offered little protection to

suspects. Without bright lines for courts to follow, and

without a complete and accurate record of what transpired

during the interrogation process, the end result has been

largely unfettered and unreviewable discretion by judges.

In practice, when judges apply the test, ‘‘they exclude only

the most egregiously obtained confessions and then only
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haphazardly’’ (Feld, 1999, p. 118). The absence of a litmus

test has also encouraged law enforcement officers to push

the envelope with respect to the use of arguably coercive

psychological interrogation techniques (Penney, 1998).

Unlike its sweeping condemnation of physical abuse in

Brown v. Mississippi, the Court’s overall attitude toward

psychological interrogation techniques has been far less

condemnatory. In particular, the Court’s attitudes toward

the use of maximization and minimization (Kassin &

McNall, 1991) and the false evidence ploy and other forms

of deception (Kassin & Kiechel, 1996)—techniques that

have frequently been linked to false confessions (Kassin &

Gudjonsson, 2004)—has been largely permissive. A dis-

cussion of some of these cases follows.

Cases Addressing Interrogation Tactics: Maximization

and Minimization

Today’s interrogators seek to manipulate a suspect into

thinking that it is in his or her best interest to confess. To

achieve this change in perceptions of subjective utilities,

they use a variety of techniques, referred to broadly as

‘‘maximization’’ and ‘‘minimization’’ (Kassin & McNall,

1991). Maximization involves a cluster of tactics designed

to convey the interrogator’s rock-solid belief that the sus-

pect is guilty and that all denials will fail. Such tactics

include making an accusation, overriding objections, and

citing evidence, real or manufactured, to shift the suspect’s

mental state from confident to hopeless. Toward this end, it

is particularly common for interrogators to communicate as

a means of inducement, implicitly or explicitly, a threat of

harsher consequences in response to the suspect’s denials

(Leo & Ofshe, 2001).

In contrast, minimization tactics are designed to provide

the suspect with moral justification and face-saving excu-

ses for having committed the crime in question. Using this

approach, the interrogator offers sympathy and under-

standing; normalizes and minimizes the crime, often

suggesting that he or she would have behaved similarly;

and offers the suspect a choice of alternative explana-

tions—for example, suggesting to the suspect that the

murder was spontaneous, provoked, peer-pressured, or

accidental rather than the work of a cold-blooded pre-

meditated killer. As we will see later, research has shown

that this tactic communicates by implication that leniency

in punishment is forthcoming upon confession.

As the 1897 case of Bram v. United States demonstrates,

minimization has been part of the arsenal of police inter-

rogation tactics for over a century. In Bram, the authorities

induced the defendant to confess based on the kind of

unspoken promise that anchors the modern psychological

interrogation: ‘‘Bram, I am satisfied that you killed the

captain. But some of us here think you could not have done

the crime alone. If you had an accomplice, you should say

so, and not have the blame of this horrible crime on your

own shoulders’’ (Bram v. United States, 1897, p. 539). This

statement contained no direct threats or promises; rather, it

combined elements of maximization (the interrogator’s

stated certainty in the suspect’s guilt) and minimization (the

suggestion that he will be punished less severely if he

confesses and names an accomplice). Using language that

condemns the latter, the Supreme Court reversed Bram’s

conviction, holding that a confession ‘‘must not be extracted

by any sort of threats or violence, nor obtained by any direct

or implied promises, however slight’’ (pp. 542–543).

Although a strict interpretation of Bram seemed to

suggest a ban on minimization, courts throughout the

twentieth century followed a practice of evading, con-

tradicting, disregarding, and ultimately discarding Bram

(Hirsch, 2005a). Briefly in the 1960s, it appeared that the

Supreme Court was ready to revitalize Bram and to apply it

broadly to the psychological interrogation techniques

taught by such legendary police reformers as Chicago’s

Fred Inbau and John Reid. Indeed, the landmark case of

Miranda v. Arizona (1966), described earlier, cited Bram

and condemned the Reid technique and other tactics that

‘‘are designed to put the subject in a psychological state

where his story is but an elaboration of what the police

purport to know already—that he is guilty’’ (p. 450). This

newfound concern with the impact of psychological inter-

rogation tactics, however, was short lived. In the immediate

aftermath of Miranda, the Supreme Court adopted a more

deferential attitude toward law enforcement in its confes-

sion jurisprudence. In particular, Arizona v. Fulminante

(1991) in dicta may have sounded the death knell for Bram.

Responding to a party’s invocation of Bram, the Court

casually remarked that ‘‘under current precedent [Bram]

does not state the standard for determining the voluntari-

ness of a confession’’ (p. 286). However, White (1997)

noted that ‘‘as Fulminante’s holding indicates, some

promises may be sufficient in and of themselves to render a

confession involuntary; other promises may or may not be

permissible depending upon the circumstances’’ (p. 150).

Cases Addressing Interrogation Tactics: Trickery

and Deception

The false evidence ploy is a controversial tactic occasionally

used by police. Not all interrogation trainers approve of this

practice (Gohara, 2006), the use of which has been impli-

cated in the vast majority of documented police-induced

false confessions (Kassin, 2005). In several pre-Miranda

voluntariness cases, the U.S. Supreme Court recognized that

deception can induce involuntary confessions, although the

Court never held that such tactics would automatically

invalidate a confession. In Leyra v. Denno (1954), for
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example, Leyra asked to see a physician because he was

suffering from sinus problems and police brought in a psy-

chiatrist who posed as a general physician. The Supreme

Court held that the ‘‘subtle and suggestive’’ questioning by

the psychiatrist amounted to a continued interrogation of the

suspect without his knowledge. This deception and other

circumstances of the interrogation rendered Leyra’s con-

fession involuntary. Similarly, in Spano v. New York (1959),

the suspect considered one of the interrogating officers to be

a friend. The Court held that the officer’s false statements, in

which he suggested that the suspect’s actions might cost the

officer his job, were a key factor in rendering the resulting

confession involuntary. In Miranda v. Arizona (1966), the

Supreme Court discussed the use of trickery and deception

and noted that the deceptive tactics recommended in stan-

dard interrogation manuals fostered a coercive environment.

Again, the Court did not specifically prohibit such tactics,

choosing instead to offer suspects some relief from the

coercive effect by empowering them with rights which

could be used to bring interrogation to a halt. The criticism

of deception may have fanned hopes that the Court would

deal a more direct blow to this controversial tactic in future

cases. But such hopes were quickly quashed.

Three years later, in Frazier v. Cupp (1969), the Supreme

Court addressed interrogation trickery and issued a decision

that to this day has been interpreted by police and the courts

as a green light to deception. In Frazier, police used a

standard false evidence ploy—telling Frazier that another

man whom he and the victim had been seen with on the

night of the crime had confessed to their involvement. The

investigating detective also used minimization, suggesting

to Frazier that he had started a fight with the victim because

the victim made homosexual advances toward him. Despite

the use of these deceptive tactics, the Court held that

Frazier’s confession was voluntary. This ruling established

that police deception by itself is not sufficient to render a

confession involuntary. Rather, according to Frazier,

deception is but one factor among many that a court should

consider. Some state courts have distinguished between

mere false assertions, which are permissible, and the fab-

rication of reports, tapes, and other evidence—which is not.

In the Florida case of State v. Cayward (1989), the defen-

dant’s confession was suppressed because police had typed

up a phony crime laboratory report that placed Cayward’s

DNA on the victim. However, the court’s concern was not

that the manufactured evidence might prompt an innocent

person to confess but that it might find its way into court as

evidence. Similarly, New Jersey confessions were sup-

pressed when produced by a fake, staged audiotape of an

alleged eyewitness account (State v. Patton, 1993) and a

fake crime lab report identifying the suspect’s DNA at the

crime scene (State v. Chirokovskcic, 2004). This is where

the law remains today despite numerous cautionary notes

from academics and researchers on the use of deception

(Gohara, 2006; Gudjonsson, 2003; Kassin, 2005; Kassin &

Gudjonsson, 2004; Skolnick & Leo, 1992; but see Grano,

1994; Slobogin, 2007).

Practices in England

Interrogations and confession evidence are regulated in

England and Wales by the Police and Criminal Evidence

Act of 1984 (PACE; Home Office, 1985), which became

effective in January 1986. The Act is supplemented by five

Codes of Practice, referred to as Codes A (on stop and

search), B (entry and searches of premises), C (detention

and questioning of suspects), D (on identification parades),

and E (tape recording of interviews). The Codes provide

guidance to police officers concerning procedures and the

appropriate treatment of suspects. Code C is particularly

relevant to issues surrounding ‘‘fitness to be interviewed,’’

as it provides guidance ‘‘on practice for the detention,

treatment and questioning of persons by police officers’’

(Home Office, 2003, p. 47).

The most important interview procedures set out in

PACE and its Codes of Practice are that: Suspects who are

detained at a police station must be informed of their legal

rights; in any 24-h period the detainee must be allowed a

continuous period of rest of at least 8 hours; detainees who

are vulnerable in terms of their age or mental functioning

should have access to a responsible adult (known as an

‘appropriate adult’), whose function is to give advice,

further communication, and ensure that the interview is

conducted properly and fairly; and all interviews shall be

electronically recorded.

Compared to the approach typically taken in the U.S.

(e.g., using the Reid technique), investigative interview

practices in England are less confrontational. Williamson

(2007) discussed in detail how psychological science has

influenced the training of police officers and their inter-

viewing practice, making it fairer and more transparent.

Prior to 1992, investigators in Britain received no formal

training and the chief purpose of interviewing suspects was

to obtain confessions. Following some high-profile mis-

carriages of justice, such as the ‘‘Guildford Four’’ and

‘‘Birmingham Six,’’ the Association of Chief Police Offi-

cers for England and Wales (ACPO) published the first

national training program for police officers interviewing

both suspects and witnesses. This new approach was

developed through a collaboration of police officers, psy-

chologists, and lawyers. The mnemonic PEACE was used

to describe the five distinct parts of the new interview

approach (‘‘Preparation and Planning,’’ ‘‘Engage and

Explain,’’ ‘‘Account,’’ ‘‘Closure,’’ and ‘‘Evaluate’’). The

theory underlying this approach, particularly in cases of

witnesses, victims, and cooperative suspects, can be traced
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to Fisher and Geiselman’s (1992) work on the ‘‘Cognitive

Interview’’ (Milne & Bull, 1999; for research evidence, see

Clarke & Milne, 2001; Williamson, 2006). Recent analyses

of police–suspect interviews in England have revealed that

the confrontation-based tactics of maximization and mini-

mization are in fact seldom used (Soukara, Bull, Vrij,

Turner, & Cherryman, in press; Bull & Soukara, 2009).

POLICE-INDUCED FALSE CONFESSIONS

As described earlier, the process of interrogation is designed

to overcome the anticipated resistance of individual sus-

pects who are presumed guilty and to obtain legally

admissible confessions. The single-minded objective,

therefore, is to increase the anxiety and despair associated

with denial and reduce the anxiety associated with confes-

sion. To achieve these goals, police employ a number of

tactics that involve isolating the suspect and then employing

both negative and positive incentives. On the negative side,

interrogators confront the suspect with accusations of guilt,

assertions that are made with certainty and often bolstered

by evidence, real or manufactured, and a refusal to accept

alibis and denials. On the positive side, interrogators offer

sympathy and moral justification, introducing ‘‘themes’’

that normalize and minimize the crime and lead suspects to

see confession as an expedient means of escape. In this

section, we describe some core principles of psychology

relevant to understanding the suspect’s decision making in

this situation; then we describe the problem of false con-

fessions and the situational and dispositional factors that put

innocent people at risk.

Types of False Confessions

Although it is not possible to calculate a precise incidence

rate, it is clear that false confessions occur in different

ways and for different reasons. Drawing on the pages of

legal history, and borrowing from social-psychological

theories of influence, Kassin and Wrightsman (1985) pro-

posed a taxonomy that distinguished among three types of

false confession: voluntary, coerced-compliant, and

coerced-internalized (see also Kassin, 1997; Wrightsman &

Kassin, 1993). This classification scheme has provided a

useful framework for the study of false confessions and has

since been used, critiqued, extended, and refined by others

(Gudjonsson, 2003; Inbau et al., 2001; McCann, 1998;

Ofshe & Leo, 1997a, 1997b).

Voluntary False Confessions

Sometimes innocent people have claimed responsibility

for crimes they did not commit without prompting or

pressure from police. This has occurred in several high-

profile cases. After Charles Lindbergh’s infant son was

kidnapped in 1932, 200 people volunteered confessions.

When ‘‘Black Dahlia’’ actress Elizabeth Short was mur-

dered and her body mutilated in 1947, more than 50 men

and women confessed. In the 1980s, Henry Lee Lucas in

Texas falsely confessed to hundreds of unsolved murders,

making him the most prolific serial confessor in history. In

2006, John Mark Karr volunteered a confession, replete

with details, to the unsolved murder of young JonBenet

Ramsey. There are a host of reasons why people have

volunteered false confessions—such as a pathological

desire for notoriety, especially in high-profile cases

reported in the news media; a conscious or unconscious

need for self-punishment to expiate feelings of guilt over

prior transgressions; an inability to distinguish fact from

fantasy due to a breakdown in reality monitoring, a

common feature of major mental illness; and a desire to

protect the actual perpetrator—the most prevalent reason

for false admissions (Gudjonsson et al., 2004; Sigurdsson

& Gudjonsson, 1996, 1997, 2001). Radelet, Bedau, and

Putnam (1992) described one case in which an innocent

man confessed to a murder to impress his girlfriend.

Gudjonsson (2003) described another case in which a man

confessed to murder because he was angry at police for a

prior arrest and wanted to mislead them in an act of

revenge.

Compliant False Confessions

In contrast to voluntary false confessions, compliant false

confessions are those in which suspects are induced

through interrogation to confess to a crime they did not

commit. In these cases, the suspect acquiesces to the

demand for a confession to escape a stressful situation,

avoid punishment, or gain a promised or implied reward.

Demonstrating the form of influence observed in classic

studies of social influence (e.g., Asch, 1956; Milgram,

1974), this type of confession is an act of mere public

compliance by a suspect who knows that he or she is

innocent but bows to social pressure, often coming to

believe that the short-term benefits of confession relative to

denial outweigh the long-term costs. Based on a review of

a number of cases, Gudjonsson (2003) identified some very

specific incentives for this type of compliance—such as

being allowed to sleep, eat, make a phone call, go home, or,

in the case of drug addicts, feed a drug habit. The desire to

bring the interview to an end and avoid additional con-

finement may be particularly pressing for people who are

young, desperate, socially dependent, or phobic of being

locked up in a police station. The pages of legal history are

filled with stories of compliant false confessions. In the

1989 Central Park jogger case described earlier, five
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teenagers confessed after lengthy interrogations. All

immediately retracted their confessions but were convicted

at trial and sent to prison—only to be exonerated 13 years

later (People of the State of New York v. Kharey Wise et al.,

2002).

Internalized False Confessions

In the third type of false confession, innocent but malleable

suspects, told that there is incontrovertible evidence of

their involvement, come not only to capitulate in their

behavior but also to believe that they may have committed

the crime in question, sometimes confabulating false

memories in the process. Gudjonsson and MacKeith (1982)

argued that this kind of false confession occurs when

people develop such a profound distrust of their own

memory that they become vulnerable to influence from

external sources. Noting that the innocent confessor’s

belief is seldom fully internalized, Ofshe and Leo (1997a)

have suggested that the term ‘‘persuaded false confession’’

is a more accurate description of the phenomenon. The

case of 14-year-old Michael Crowe, whose sister Stephanie

was stabbed to death in her bedroom, illustrates this type of

persuasion. After a series of interrogation sessions, during

which time police presented Crowe with compelling false

physical evidence of his guilt, he concluded that he was a

killer, saying: ‘‘I’m not sure how I did it. All I know is I did

it.’’ Eventually, he was convinced that he had a split per-

sonality—that ‘‘bad Michael’’ acted out of a jealous rage

while ‘‘good Michael’’ blocked the incident from memory.

The charges against Crowe were later dropped when a

drifter in the neighborhood that night was found with

Stephanie’s blood on his clothing (Drizin & Colgan, 2004).

Relevant Core Principles of Psychology

Earlier we reviewed the tactics of a modern American

interrogation and the ways in which the U.S. Supreme

Court has treated these tactics with respect to the volun-

tariness and admissibility of the confessions they elicit. As

noted, the goal of interrogation is to alter a suspect’s

decision making by increasing the anxiety associated with

denial and reducing the anxiety associated with confession

(for an excellent description of a suspect’s decision-making

process in this situation, see Ofshe & Leo, 1997b).

Long before the first empirical studies of confessions

were conducted, the core processes of relevance to this

situation were familiar to generations of behavioral scien-

tists. Dating back to Thorndike’s (1911) law of effect,

psychologists have known that people are highly respon-

sive to reinforcement and subject to the laws of

conditioning, and that behavior is influenced more by

perceptions of short-term than long-term consequences. Of

distal relevance to a psychological analysis of interrogation

are the thousands of operant animal studies of reinforce-

ment schedules, punishment, appetitive, avoidance, and

escape learning, as well as behavioral modification appli-

cations in clinics, schools, and workplaces. Looking

through this behaviorist lens, it seems that interrogators

have sometimes shaped suspects to confess to particular

narrative accounts of crimes like they were rats in a

Skinner box (see Herrnstein, 1970; Skinner, 1938).

More proximally relevant to an analysis of choice

behavior in the interrogation room are studies of human

decision making in a behavioral economics paradigm. A

voluminous body of research has shown that people make

choices that they think will maximize their well-being

given the constraints they face, making the best of the

situation they are in—what Herrnstein has called the

‘‘matching law’’ (Herrnstein, Rachlin, & Laibson, 1997).

With respect to a suspect’s response to interrogation,

studies on the discounting of rewards and costs show that

people tend to be impulsive in their orientation, preferring

outcomes that are immediate rather than delayed, with

delayed outcomes depreciating over time in their subjective

value (Rachlin, 2000). In particular, animals and humans

clearly prefer delayed punishment to immediate aversive

stimulation (Deluty, 1978; Navarick, 1982). These impul-

sive tendencies are especially evident in juvenile

populations and among cigarette smokers, alcoholics, and

other substance users (e.g., Baker, Johnson, & Bickel,

2003; Bickel & Marsch, 2001; Bickel, Odum, & Madden,

1999; Kollins, 2003; Reynolds, Richards, Horn, &

Karraker, 2004).

Rooted in the observation that people are inherently

social beings, a second set of core principles is that indi-

viduals are highly vulnerable to influence from change

agents who seek their compliance. Of direct relevance to an

analysis of interrogation are the extensive literatures on

attitudes and persuasion (Petty & Cacioppo, 1986), infor-

mational and normative influences (e.g., Asch, 1956;

Sherif, 1936), the use of sequential request strategies, as in

the foot-in-the-door effect (Cialdini, 2001), and the gradual

escalation of commands, issued by figures of authority, to

effectively obtain self- and other-defeating acts of obedi-

ence (Milgram, 1974). Conceptually, Latane’s (1981)

social impact theory provides a predictive mathematical

model that can account for the influence of police inter-

rogators—who bring power, proximity, and number to bear

on their exchange with suspects (for a range of social

psychological perspectives on interrogation, see Bem,

1966; Davis & O’Donahue, 2004; Zimbardo, 1967).

A third set of core principles consists of the ‘‘seven sins

of memory’’ that Schacter (2001) identified from cognitive

and neuroscience research—a list that includes memory

transience, misattribution effects, suggestibility, and bias.

Law Hum Behav (2010) 34:3–38 15

123



When Kassin and Wrightsman (1985) first identified

coerced-internalized or coerced-persuaded false confes-

sions, they were puzzled. At the time, existing models of

memory could not account for the phenomenon whereby

innocent suspects would come to internalize responsibility

for crimes they did not commit and confabulate memories

about these nonevents. These cases occur when a suspect is

dispositionally or situationally rendered vulnerable to

manipulation and the interrogator then misrepresents the

evidence, a common ploy. In light of a now extensive

research literature on misinformation effects and the cre-

ation of illusory beliefs and memories (e.g., Loftus, 1997,

2005), experts can now better grasp the process by which

people come to accept guilt for a crime they did not

commit as well as the conditions under which this may

occur (see Kassin, 2008).

Situational Risk Factors

Among the situational risk factors associated with false

confessions, three will be singled out: interrogation time,

the presentation of false evidence, and minimization. These

factors are highlighted because of the consistency in which

they appear in cases involving proven false confessions.

Physical Custody and Isolation

To ensure privacy and control, and to increase the stress

associated with denial in an incommunicado setting,

interrogators are trained to remove suspects from their

familiar surroundings and question them in the police sta-

tion—often in a special interrogation room. Consistent with

guidelines articulated by Inbau et al. (2001), most inter-

rogations are brief. Observational studies in the U.S. and

Britain have consistently shown that the vast majority of

interrogations last approximately from 30 minutes up to

2 hours (Baldwin, 1993; Irving, 1980; Leo, 1996b; Wald

et al., 1967). In a recent self-report survey, 631 North

American police investigators estimated from their expe-

rience that the mean length of a typical interrogation is

1.60 hours. Consistent with cautionary advice from Inbau

et al. (2001) against exceeding 4 hours in a single session,

these same respondents estimated on average that their

longest interrogations lasted 4.21 hours (Kassin et al.,

2007). Suggesting that time is a concern among practitio-

ners, one former Reid technique investigator has defined

interrogations that exceed 6 hours as ‘‘coercive’’ (Blair,

2005). In their study of 125 proven false confessions,

Drizin and Leo (2004) thus found, in cases in which

interrogation time was recorded, that 34% lasted 6–

12 hours, that 39% lasted 12–24 hours, and that the mean

was 16.3 hours.

It is not particularly surprising that false confessions

tend to occur after long periods of time—which indicates a

dogged persistence in the face of denial. The human needs

for belonging, affiliation, and social support, especially in

times of stress, are a fundamental human motive (Bau-

meister & Leary, 1996). People under stress seek

desperately to affiliate with others for the psychological,

physiological, and health benefits that social support pro-

vides (Rofe, 1984; Schachter, 1959; Uchino, Cacioppo, &

Kiecolt-Glaser, 1996). Hence, prolonged isolation from

significant others in this situation constitutes a form of

deprivation that can heighten a suspect’s distress and

incentive to remove himself or herself from the situation.

Depending on the number of hours and conditions of

interrogation, sleep deprivation may also become a source

of concern. Controlled laboratory experiments have shown

that sleep deprivation, which may accompany prolonged

periods of isolation, can heighten susceptibility to influence

and impair decision-making abilities in complex tasks. The

range of effects is varied, with studies showing that sleep

deprivation markedly impairs the ability to sustain atten-

tion, flexibility of thinking, and suggestibility in response

to leading questions (Blagrove, 1996; for a review, see

Harrison & Horne, 2000). This research literature is not all

based in the laboratory. For example, performance decre-

ments have been observed in medical interns (e.g., Veasey,

Rosen, Barzansky, Rosen, & Owens, 2002; Weinger &

Ancoli-Israel, 2002)—as when sleep deprivation increased

the number of errors that resident surgeons made in a

virtual reality surgery simulation (Taffinder, McManus,

Gul, Russell, & Darzi, 1998). Also demonstrably affected

are motorists (Lyznicki, Doege, Davis, & Williams, 1998)

and F-117 fighter pilots (Caldwell, Caldwell, Brown, &

Smith, 2004). Combining the results in a meta-analysis,

Pilcher and Huffcut (1996) thus concluded that: ‘‘overall

sleep deprivation strongly impairs human functioning.’’

The use of sleep deprivation in interrogation is hardly a

novel idea. In Psychology and Torture, Suedfeld (1990)

noted that sleep deprivation is historically one of the most

potent methods used to soften up prisoners of war and

extract confessions from them. Indeed, Amnesty Interna-

tional reports that most torture victims interviewed report

having been deprived of sleep for 24 hours or more.

Presentations of False Evidence

Once suspects are isolated, interrogators, armed with a

strong presumption of guilt, seek to communicate that

resistance is futile. This begins the confrontation process,

during which interrogators exploit the psychology of

inevitability to drive suspects into a state of despair. Basic

research shows that once people see an outcome as inevi-

table, cognitive and motivational forces conspire to

16 Law Hum Behav (2010) 34:3–38

123



promote their acceptance, compliance with, and even

approval of the outcome (Aronson, 1999). In the case of

interrogation, this process also involves interrupting the

suspect’s denials, overcoming objections, and refuting

alibis. At times, American police will overcome a suspect’s

denials by presenting supposedly incontrovertible evidence

of his or her guilt (e.g., a fingerprint, blood or hair sample,

eyewitness identification, or failed polygraph)—even if

that evidence does not exist. In the U.S., it is permissible

for police to outright lie to suspects about the evidence

(Frazier v. Cupp, 1969)—a tactic that is recommended in

training (Inbau et al., 2001), and occasionally used (Kassin

et al., 2007; Leo, 1996b).

Yet basic psychological research warns of the risk of

this manipulation. Over the years, across a range of sub-

disciplines, basic research has revealed that misinformation

renders people vulnerable to manipulation. To cite but a

few highly recognized classics in the field, experiments

have shown that presentations of false information—via

confederates, witnesses, counterfeit test results, bogus

norms, false physiological feedback, and the like—can

substantially alter subjects’ visual judgments (Asch, 1956;

Sherif, 1936), beliefs (Anderson, Lepper, & Ross, 1980),

perceptions of other people (Tajfel, Billig, Bundy, & Fla-

ment, 1971), behaviors toward other people (Rosenthal &

Jacobson, 1968), emotional states (Schachter & Singer,

1962), physical attraction (Valins, 1966), self-assessments

(Crocker, Voelkl, Testa, & Major, 1991), memories for

observed and experienced events (Loftus, 2005), and even

certain medical outcomes, as seen in studies of the placebo

effect (Brown, 1998; Price, Finniss, & Benedetti, 2008).

Scientific evidence for human malleability in the face of

misinformation is broad and pervasive.

The forensic literature on confessions reinforces and

extends this classic point, indicating that presentations of

false evidence can lead people to confess to crimes they did

not commit. This literature is derived from two sources of

information. First, studies of actual cases reveal that the

false evidence ploy, which is not permitted in Great Britain

and most other European nations, is found in numerous

wrongful convictions in the U.S., including DNA exoner-

ations, in which there were confessions in evidence (Drizin

& Leo, 2004; Leo & Ofshe, 1998). That this tactic appears

in proven false confession cases makes sense. In self-report

studies, actual suspects state that the reason they confessed

is that they perceived themselves to be trapped by the

weight of evidence (Gudjonsson & Sigurdsson, 1999;

Moston, Stephenson, & Williamson, 1992).

Concerns about the polygraph are illustrative in this

regard. Although it is best known for its use as a lie-

detector test, and has value as an investigative tool, posttest

‘‘failure’’ feedback is often used to pressure suspects and

can prompt false confessions. This problem is so common

that Lykken (1998) coined the term ‘‘fourth degree’’ to

describe the tactic (p. 235), and the National Research

Council Committee to Review the Scientific Evidence on

the Polygraph (2003) warned of the risk of polygraph-

induced false confessions. In a laboratory demonstration

that illustrates the point, Meyer and Youngjohn (1991)

elicited false confessions to the theft of an experimenter’s

pencil from 17% of subjects told that they had failed a

polygraph test on that question.

The second source of evidence is found in laboratory

experiments that have tested the causal hypothesis that

false evidence leads innocent people to confess to prohib-

ited acts they did not commit. In one study, Kassin and

Kiechel (1996) accused college students typing on a key-

board of causing the computer to crash by pressing a key

they were instructed to avoid. Despite their innocence and

initial denials, subjects were asked to sign a confession. In

some sessions but not others, a confederate said she wit-

nessed the subject hit the forbidden key. This false

evidence nearly doubled the number of students who

signed a written confession, from 48 to 94%.

Follow-up studies have replicated this effect to the

extent that the charge was plausible (Horselenberg et al.,

2006; Klaver, Lee, & Rose, 2008), even when the con-

fession was said to bear a financial or other consequence

(Horselenberg, Merckelbach, & Josephs, 2003; Redlich &

Goodman, 2003), and even among informants who are

pressured to report on a confession allegedly made by

another person (Swanner, Beike, & Cole, in press). The

effect has been particularly evident among stress-induced

males (Forrest, Wadkins, & Miller, 2002) and children and

juveniles who tend to be both more compliant and sug-

gestible than adults (Candel, Merckelbach, Loyen, &

Reyskens, 2005; Redlich & Goodman, 2003). Using a

completely different paradigm, Nash and Wade (2009)

used digital editing software to fabricate video evidence of

participants in a computerized gambling experiment

‘‘stealing’’ money from the ‘‘bank’’ during a losing round.

Presented with this false evidence, all participants con-

fessed—and most internalized the belief in their own guilt.

One needs to be cautious in generalizing from laboratory

experiments. Yet numerous false confession cases have

featured the use and apparent influence of the false evi-

dence ploy. In one illustrative case, in 1989, 17-year-old

Marty Tankleff was accused of murdering his parents

despite the complete absence of evidence against him.

Tankleff vehemently denied the charges for several

hours—until his interrogator told him that his hair was

found within his mother’s grasp, that a ‘‘humidity test’’

indicated he had showered (hence, the presence of only one

spot of blood on his shoulder), and that his hospitalized

father had emerged from his coma to say that Marty was

his assailant—all of which were untrue (the father never
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regained consciousness and died shortly thereafter). Fol-

lowing these lies, Tankleff became disoriented and

confessed. Solely on the basis of that confession, Tankleff

was convicted, only to have his conviction vacated and the

charges dismissed 19 years later (Firstman & Salpeter,

2008; Lambert, 2008).

Minimization: Promises Implied But Not Spoken

In addition to thrusting the suspect into a state of despair by

the processes of confrontation, interrogators are trained to

minimize the crime through ‘‘theme development,’’ a

process of providing moral justification or face-saving

excuses, making confession seem like an expedient means

of escape. Interrogators are thus trained to suggest to sus-

pects that their actions were spontaneous, accidental,

provoked, peer-pressured, drug-induced, or otherwise jus-

tifiable by external factors. In the Central Park jogger case,

every boy gave a false confession that placed his cohorts at

center stage and minimized his own involvement (e.g., 16-

year-old Kharey Wise said he felt pressured by peers)—and

each said afterward that he thought he would go home after

confessing based on statements made by police.

Minimization tactics that imply leniency may well lead

innocent people who feel trapped to confess. Two core

areas of psychology compel this conclusion. The first

concerns the principle of reinforcement. As noted earlier,

generations of basic behavioral scientists, dating back to

Thorndike (1911), and formalized by Skinner (1938), have

found that people are highly responsive to reinforcement

and the perceived consequences of their behavior. More

recent studies of human decision making have added that

people are particularly influenced by outcomes that are

immediate rather than delayed, the latter depreciating over

time in their subjective value (Rachlin, 2000). The second

core principle concerns the cognitive psychology of prag-

matic implication. Over the years, researchers have found

that when people read text or hear speech, they tend to

process information ‘‘between the lines’’ and recall not

what was stated per se, but what was pragmatically

implied. Hence, people who read that ‘‘The burglar goes to

the house’’ often mistakenly recall later that the burglar

actually broke into the house; those who hear that ‘‘The

flimsy shelf weakened under the weight of the books’’

often mistakenly recall that the shelf actually broke (Chan

& McDermott, 2006; Harris & Monaco, 1978; Hilton,

1995). These findings indicate that pragmatic inferences

can change the meaning of a communication, leading lis-

teners to infer something that is ‘‘neither explicitly stated

nor necessarily implied’’ (Brewer, 1977).

Taken together, basic research showing that people

are highly influenced by perceived reinforcements and

that people process the pragmatic implications of a

communication suggests the possibility that suspects infer

leniency in treatment from minimizing remarks that depict

the crime as spontaneous, accidental, pressured by others,

or otherwise excusable—even in the absence of an explicit

promise. To test this hypothesis, Kassin and McNall (1991)

had subjects read a transcript of an interrogation of a

murder suspect (the text was taken from an actual New

York City interrogation). The transcripts were edited to

produce three versions in which the detective made a

contingent explicit promise of leniency, used the technique

of minimization by blaming the victim, or did not use

either technique. Subjects read one version and then esti-

mated the sentence that they thought would be imposed on

the suspect. The result: As if explicit promises had been

made, minimization lowered sentencing expectations

compared to conditions in which no technique was used.

More recently, researchers have found that minimization

can also lead innocent people to confess. Using the com-

puter crash paradigm described earlier, Klaver, Lee, and

Rose (2008) found that minimization remarks significantly

increased the false confession rate when the accusation

concerning the forbidden key press was plausible. Russano,

Meissner, Kassin, and Narchet (2005) devised a newer

laboratory paradigm to not only assess the behavioral

effects of minimization but to assess the diagnosticity of

the resulting confession (a technique has ‘‘diagnosticity’’ to

the extent that it increases the ratio of true to false con-

fessions). In their study, subjects were paired with a

confederate for a problem-solving study and instructed to

work alone on some problems and jointly on others. In the

guilty condition, the confederate sought help on a problem

that was supposed to be solved alone, inducing a violation

of the experimental prohibition. In the innocent condition,

the confederate did not make this request to induce the

crime. The experimenter soon ‘‘discovered’’ a similarity in

their solutions, separated the subject and confederate, and

accused the subject of cheating. The experimenter tried to

get the subject to sign an admission by overtly promising

leniency (a deal in which research credit would be given in

exchange for a return session without penalty), making

minimizing remarks (‘‘I’m sure you didn’t realize what a

big deal it was’’), using both tactics, or using no tactics.

Overall, the confession rate was higher among guilty sub-

jects than innocent, when leniency was promised than

when it was not, and when minimization was used than

when it was not. Importantly, diagnosticity—defined as the

rate of true confessions to false confessions—was highest

at 7.67 when no tactics were used (46% of guilty suspects

confessed vs. only 6% of innocents) and minimization—

just like an explicit offer of leniency—reduced diagnos-

ticity to 4.50 by increasing not only the rate of true

confessions (from 46 to 81%) but even more so the rate of

false confessions (which tripled from 6 to 18%). In short,
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minimization provides police with a loophole in the rules

of evidence by serving as the implicit but functional

equivalent to a promise of leniency (which itself renders a

confession inadmissible). The net result is to put innocents

at risk to make false confessions.

It is important to note that minimization and the risk it

engenders is not a mere laboratory phenomenon. Analyzing

more than 125 electronically recorded interrogations and

transcripts, Ofshe and Leo (1997a, 1997b) found that police

often use techniques that serve to communicate promises

and threats through pragmatic implication. These investi-

gators focused specifically on what they called high-end

inducements—appeals that communicate to a suspect that

he or she will receive less punishment, a lower prison

sentence, or some form of prosecutorial or judicial leniency

upon confession and/or a higher charge or longer prison

sentence in the absence of confession. In some homicide

cases, for example, interrogators suggested that if the

suspect admits to the killing it would be framed as unin-

tentional, as an accident, or as an act of justifiable self-

defense—not as premeditated cold-blooded murder, the

portrayal that would follow from continued denial. This is

a variant of the ‘‘maximization’’/‘‘minimization’’ technique

described by Kassin and McNall (1991), which commu-

nicates through pragmatic implication that the suspect will

receive more lenient treatment if he or she confesses but

harsher punishment if he or she does not.

Dispositional Risk Factors

In any discussion of dispositional risk factors for false

confession, the two most commonly cited concerns are a

suspect’s age (i.e., juvenile status) and mental impairment

(i.e., mental illness, mental retardation). These common

citations are because of the staggering overrepresentation

of these groups in the population of proven false confes-

sions. For example, of the first 200 DNA exonerations in

the U.S., 35% of the false confessors were 18 years or

younger and/or had a developmental disability. In their

sample of wrongful convictions, Gross, Jacoby, Matheson,

Montgomery, and Patel (2005) found that 44% of the

exonerated juveniles and 69% of exonerated persons with

mental disabilities were wrongly convicted because of false

confessions.

Adolescence and Immaturity

There is strong evidence that juveniles are at risk for

involuntary and false confessions in the interrogation

room (for reviews see Drizin & Colgan, 2004; Owens-

Kostelnik, Reppucci, & Meyer, 2006; Redlich, 2007;

Redlich & Drizin, 2007; Redlich, Silverman, Chen, &

Steiner, 2004). Juveniles are over represented in the pool

of identified false confession cases: 35% of the proven

false confessors in the Drizin and Leo (2004) sample were

younger than age 18, and within this sample of juveniles,

55% were aged 15 or younger. Comparatively, of all

persons arrested for murder and rape, only 8 and 16%,

respectively, are juveniles (Snyder, 2006). Numerous

high-profile cases, such as the Central Park Jogger case

(Kassin, 2002), have demonstrated the risks of combining

young age, and the attributes that are associated with it

(e.g., suggestibility, heightened obedience to authority,

and immature decision-making abilities), and the psy-

chologically oriented interrogation tactics described

earlier. Hence, Inbau et al. (2001) concede that minors are

at special risk for false confession and advise caution

when interrogating a juvenile. Referring to the presenta-

tion of fictitious evidence, for example, they note: ‘‘This

technique should be avoided when interrogating a youthful

suspect with low social maturity’’ (p. 429).

The field of developmental psychology was born over a

century ago in the influential writings of James Baldwin,

Charles Darwin, G. Stanley Hall, and William Stern (see

Parke, Ornstein, Rieser, & Zahn-Waxler, 1994). Since that

time, basic research has shown that children and adoles-

cents are cognitively and psychosocially less mature than

adults—and that this immaturity manifests in impulsive

decision making, decreased ability to consider long-term

consequences, engagement in risky behaviors, and

increased susceptibility to negative influences. Specifically,

this body of research indicates that early adolescence

marks the onset of puberty, heightening emotional arous-

ability, sensation seeking, and reward orientation; that mid-

adolescence is a period of increased vulnerability to risk-

taking and problems in affect and behavior; and that late

adolescence is a period in which the frontal lobes continue

to mature, facilitating regulatory competence and executive

functioning (for reviews, see Steinberg, 2005; Steinberg &

Morris, 2001). Recent neurological research on brain

development dovetails with findings from behavioral

studies. Specifically, these studies have shown continued

maturation during adolescence in the limbic system

(emotion regulation) and in the prefrontal cortex (planning

and self-control), with gray matter thinning and white

matter increasing (Steinberg, 2007).

The developmental capabilities and limitations of ado-

lescents are highly relevant to behavior in the interrogation

room. In Roper v. Simmons (2005), Justice Kennedy cited

three general differences between juveniles and adults in

support of the Court’s reasoning for abolishing the death

penalty for juveniles. First, he addressed the lessened

maturity and responsibility of juveniles compared to adults

with specific mention to the 18-year bright-line require-

ments for marriage without parental consent, jury duty, and

voting. Second, Justice Kennedy noted that ‘‘juveniles are
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more vulnerable or susceptible to negative influences and

outside pressures, including peer pressure’’ (p. 15). Con-

sistent with this portrait, Drizin and Leo (2004) found in

their sample of false confessions that several involved two

or more juveniles (out of 38 multiple false confession

cases, half involved juveniles). In recommending that

police ‘‘play one [suspect] against the other,’’ Inbau et al.

(2001) note that this tactic may be especially effective on

young, first-time offenders (pp. 292–293). Third, Justice

Kennedy recognized that juveniles’ personality or ‘‘char-

acter’’ is not as well developed as adults. In light of the

volatility of adolescence, it is interesting that Inbau et al.

(2001) also suggest ‘‘themes’’ for confession that exploit a

juvenile’s restless energy, boredom, low resistance to

temptation, and lack of supervision.

Drawing on basic principles of developmental psychol-

ogy, there is now a wealth of forensically oriented research

indicating that juveniles—suspects, defendants, and wit-

nesses—have age-related limitations of relevance to the

legal system in comparison to adults. For example, indi-

viduals younger than 16 years generally have impairments

in adjudicative competence (e.g., the ability to help in

one’s own defense) and comprehension of legal terms

(Grisso et al., 2003; Saywitz, Nathanson, & Snyder,

1993). In a subset of studies particularly germane to

interrogations, several researchers employing a range of

methodologies have shown that the risk of false confession

is heightened during childhood and adolescence relative to

adulthood. Of particular note, as described earlier, juve-

niles are more likely than adults to exhibit deficits in their

understanding and appreciation of the Miranda rights that

were explicitly put into place to protect people subject to

‘‘inherently coercive’’ interrogations (see Grisso, 1981;

Redlich et al., 2003).

In the first set of studies, laboratory-based experiments

have examined juveniles’ responses in mock crimes and

interrogations. Using the Kassin and Kiechel (1996) com-

puter crash paradigm, Redlich and Goodman (2003) found

that juveniles aged 12- and 13-years-old, and 15- and 16-

years-old, were more likely to confess than young adults

(aged 18–26 years), especially when confronted with false

evidence of their culpability. In fact, a majority of the

younger participants, in contrast to adults, complied with

the request to sign a false confession without uttering a

word. In another laboratory experiment, researchers

examined the effect of positive and negative reinforcement

on children aged 5 through 8 years (Billings et al., 2007).

Reinforcement strongly affected children’s likelihood of

making false statements: Of those in the reinforcement

condition, 52% made false admissions of guilty knowledge

and 30% made false admissions of having witnessed the

crime (within a span of 3.5 minutes!). In contrast, of

children in the control condition, only 36 and 10% made

false guilty knowledge and admissions, respectively. These

findings mirror the vast majority of studies on the inter-

view-relevant abilities of child-victim/witnesses (e.g.,

Garven, Wood, & Malpass, 2000).

In a second set of studies, youths have made decisions in

response to hypothetical scenarios. Goldstein et al. (2003)

investigated male juvenile offenders’ self-reported likeli-

hood of providing false confessions across different

interrogation situations and found that younger age sig-

nificantly predicted false confessions (25% surmised that

they would definitely confess despite innocence to at least

one of the situations). Similarly, Grisso et al. (2003)

examined juveniles’ and young adults’ responses to a

hypothetical mock-interrogation situation—specifically,

whether they would confess to police, remain silent, or

deny the offense. Compared to individuals aged 16 and

older, those between 11 and 15 were significantly more

likely to report that they would confess.

In a third set of studies, juveniles have been asked to

self-report on actual interrogation experiences. In a sample

of 114 justice-involved juveniles, Viljoen, Klaver, and

Roesch (2005) found that suspects who were 15-years old

and younger, compared to those who were 16- and 17-years

old, were significantly more likely to waive their right to

counsel and to confess. Overall, only 11 (less than 10%)

said they had asked for an attorney during police ques-

tioning (see also Redlich et al., 2004) and 9 (6%) said they

had at some point falsely confessed. A survey of over

10,000 Icelandic students aged 16–24 years similarly

revealed that of those with interrogation experiences, 7%

claimed to have falsely confessed, with the rates being

higher among those with more than one interrogation

experience (Gudjonsson, Sigurdsson, Asgeirsdottir, &

Sigfusdottir, 2006). In a massive and more recent effort,

more than 23,000 juveniles from grades 8, 9, and 10

(average age of 15.5 years) were surveyed from seven

countries—Iceland, Norway, Finland, Latvia, Lithuania,

Russia, and Bulgaria. Overall, 11.5% (2,726) reported

having been interrogated by police. Within this group, 14%

reported having given a false confession (Gudjonsson,

Sigurdsson, Asgeirsdottir, & Sigfusdottir, in press).

Cognitive and Intellectual Disabilities

Much of what is true of juveniles is similarly true for

persons with intellectual disabilities—another group that is

over-represented in false confession cases (see Gudjonsson,

2003; Gudjonsson & MacKeith, 1994). Hence, in Atkins v.

Virginia (2002), the U.S. Supreme Court explicitly cited

the possibility of false confession as a rationale underlying

their decision to exclude this group categorically from

capital punishment. The case of Earl Washington is illus-

trative of the problem. Reported to have an IQ ranging

20 Law Hum Behav (2010) 34:3–38

123



from 57 to 69 and interrogated over the course of 2 days,

Washington ‘‘confessed’’ to five crimes, one being the rape

and murder of a woman (charges resulting from the other

four confessions were dismissed because of inconsisten-

cies). Although he could not provide even basic details

(e.g., that the victim was raped or her race) and although

much of his statement was inconsistent with the evidence,

Washington—who was easily led by suggestive questions

and deferred to authority figures—was convicted, sen-

tenced to death, and incarcerated for 18 years before being

exonerated (Hourihan, 1995).

Mental retardation represents a constellation of symp-

toms, disorders, and adaptive functioning. The condition is

defined by an IQ score of 70 or below and a range of

impairments, such as adapting to societal norms, commu-

nication, social and interpersonal skills, and self-direction

(American Psychiatric Association, 1994). In training

police recruits, Perske (2004) identifies from research a

number of tendencies exhibited by people who are men-

tally retarded. Collectively suggesting a heightened

susceptibility to influence, the list includes the tendencies

to rely on authority figures for solutions to everyday

problems; please persons in authority; seek out friends;

feign competence; exhibit a short attention span; experi-

ence memory gaps; lack impulse control; and accept blame

for negative outcomes.

Some researchers have provided evidence for the

diminished capacity of persons with cognitive disabilities

in studies pertaining to interrogation (Fulero & Everington,

2004). Across four studies of Miranda comprehension,

findings are quite consistent in showing that persons with

mental retardation have significant deficits in their under-

standing and appreciation of Miranda warnings (Cloud,

Shepard, Barkoff, & Shur, 2002; Everington & Fulero,

1999; Fulero & Everington, 1995; O’Connell, Garmoe, &

Goldstein, 2005). For example, O’Connell et al. (2005)

found that 50% of people with mild mental retardation in

their sample could not correctly paraphrase any of the five

Miranda components (see also Everington & Fulero,

1999). In comparison, less than 1% of adults in the general

population score similarly low (Grisso, 1996). Moreover,

research on the capacity of persons with mental retardation

to learn and retain the knowledge and skills necessary to be

competent suspects and defendants demonstrates that a

significant number cannot meet this threshold, even with

education (Anderson & Hewitt, 2002).

Everington and Fulero (1999) also examined the sug-

gestibility of persons with mental retardation. Using the

Gudjonsson Suggestibility Scale (GSS; a measure of

interrogative suggestibility), they found that people with

mental retardation were more likely to yield to leading

questions and change their answers in response to mild

negative feedback (see also O’Connell et al., 2005).

Gudjonsson (1991) examined GSS scores among three

groups: alleged false confessors, alleged true confessors,

and suspects who resisted confession during questioning.

He found the alleged false confessors to have the lowest IQ

scores as well as the highest suggestibility scores compared

to the other two groups (Gudjonsson & Clare, 1995).

Finally, Clare and Gudjonsson (1995) examined percep-

tions of a videotaped suspect who provides a true and false

confession during an interrogation and found that 38% of

perceivers with intellectual disabilities, compared to only

5% of those without intellectual disabilities, believed the

suspect would be allowed to go home while awaiting trial.

Additionally, only 52% believed that the suspect should

obtain legal advice if innocent, compared to 90% of others.

Personality and Psychopathology

In terms of susceptibility to false confession, it is important

to consider other individual factors of relevance to a per-

son’s decision to confess. Gudjonsson (2003) discusses a

number of personal risk factors, including enduring per-

sonality traits (e.g., suggestibility, compliance) as well as

psychopathology and personality disorders—categories

within the DSM-IV Axis I and II diagnostic framework that

are relevant to false confessions.

A number of large-scale studies of false confessions,

carried out in Iceland, show the importance of antisocial

personality traits and history of offending both among

prison inmates (Sigurdsson & Gudjonsson, 2001) and com-

munity samples (Gudjonsson, Sigurdsson, Asgeirsdottir,

& Sigfusdottir, 2006, 2007; Gudjonsson, Sigurdsson,

Bragason, et al., 2004; Gudjonsson et al., 2004). There

have also been cases in which the personality disorder was

considered crucial to understanding the false confession

(Gudjonsson, 2006; Gudjonsson & Grisso, 2008). One

interpretation of this finding is that persons with antisocial

personality disorder, or antisocial traits, are more likely to

be involved in offending, more often interviewed by police,

and prone to lie for short-term instrumental gain, and are

less concerned about the consequences of their behavior.

This increases their tendency to make false denials as well

as false confessions depending on their need at the time.

Psychopathology seems to be linked to false confessions

in that persons with mental illness are over-represented in

these cases. Psychological disorder is often accompanied

by faulty reality monitoring, distorted perception, impaired

judgment, anxiety, mood disturbance, poor self-control,

and feelings of guilt. Gudjonsson (2003) provided a num-

ber of examples of cases where false confessions were

directly related to specific disorders. Following the release

of the Birmingham Six in 1991, research conducted for the

British Royal Commission on Criminal Justice found that

about 7% of suspects detained at police stations had a

Law Hum Behav (2010) 34:3–38 21

123



history of mental illness and that many more were in an

abnormal mental state due to anxiety and mood disturbance

(Gudjonsson, Clare, Rutter, & Pearse, 1993). Similar

findings were found in a recent study among suspects at

Icelandic police stations (Sigurdsson, Gudjonsson, Einars-

son, & Gudjonsson, 2006). In the U.S., research has

consistently shown that rates of serious mental illness in

the criminal justice system are at least two to five times

higher than rates in the general population (e.g., James &

Glaze, 2006; Lamb & Weinberger, 1998). To further

compound the problem, the majority (75–80%) of offend-

ers with mental illness have co-occurring substance abuse

or dependence disorders (Abram, Teplin, & McClelland,

2003), which is an additional risk factor for false confes-

sions (see Sigurdsson & Gudjonsson, 2001).

There is currently little research available to show how

different disorders (e.g., anxiety, depression, and schizo-

phrenia) potentially impair the suspect’s capacity to waive

legal rights and navigate his or her way through a police

interview (Redlich, 2004). However, there is recent evi-

dence from two separate studies to suggest that depressed

mood is linked to a susceptibility to provide false confes-

sion to police (Gudjonsson et al., 2006; Sigurdsson et al.,

2006). Gudjonsson et al. (2007) also recently found that

multiple exposures to unpleasant or traumatic life events

were significantly associated with self-reported false con-

fessions during interrogation. Rogers et al. (2007a) found

that most mentally disordered offenders exhibited insuffi-

cient understanding of Miranda, particularly when the

warnings required increased levels of reading comprehen-

sion. Finally, Redlich (2007) found that offenders with

mental illness self-reported a 22% lifetime false confession

rate—notably higher than the 12% found in samples of

prison inmates without mental illness (Sigurdsson & Gu-

djonsson, 1996).

An important type of psychopathology in relation to

false confessions is attention deficit hyperactivity disorder

(ADHD), which consists of three primary symptoms:

inattention, hyperactivity, and impulsivity (American Psy-

chiatric Association, 1994). This condition is commonly

found among offenders (Young, 2007). Moreover, research

shows that people with ADHD cope during questioning by

answering a disproportionate number of questions with

‘‘don’t know’’ replies—which may lead police to be sus-

picious of their answers (Gudjonsson, Young, & Bramham,

2007). They may also exhibit high levels of compliance.

Gudjonsson et al. (2008) found that the rate of self-reported

false confessions was significantly higher among prisoners

who were currently symptomatic for attention deficit

hyperactivity disorder (ADHD) than among the other

prisoners (41 and 18%, respectively). These findings

highlight the potential vulnerability during questioning of

people who are currently symptomatic for ADHD.

Protections for Vulnerable Suspects in England

When the police interview mentally disordered persons and

juveniles in England and Wales, there are special legal

provisions available to ensure that their statements to

police are reliable and properly obtained—for example, in

the presence of ‘‘appropriate adults.’’ The current legal

provisions are detailed in the Codes of Practice (Home

Office, 2003). Even when the police adhere to all the legal

provisions, a judge may consider it unsafe and unfair to

allow the statement to go before the jury. Here the crucial

issue may be whether or not the defendant was ‘‘mentally

fit’’ when interviewed. The term ‘‘fitness for interview’’

was first introduced formally in the current Codes of

Practice, which became effective in 2003.

Fitness for interview is closely linked to the concept of

‘‘legal competencies,’’ which refers to an individual’s

physical, mental, and social vulnerabilities that may

adversely affect his or her capacity to cope with the

investigative and judicial process (Grisso, 1986). Histori-

cally, legal competence constructs relating to confession

evidence have focused primarily on the functional deficits

of juveniles (Drizin & Colgan, 2004), and adult defendants

with mental retardation (Fulero & Everington, 2004) and

mental illnesses (Melton, Petrila, Poythress, & Slobogin,

1997). Increasingly, the construct of legal competence in

criminal cases is also being applied to defendants with

‘‘personality disorder’’ (Gudjonsson & Grisso, 2008). The

introduction of ‘‘fitness to be interviewed’’ within the

current Codes of Practice in England and Wales is a sig-

nificant step toward protecting vulnerable suspect

populations (Gudjonsson, 2005). Indeed, a similar frame-

work has been introduced in New Zealand and Australia

(Gall & Freckelton, 1999).

Innocence as a Risk Factor

On September 20, 2006, Jeffrey Mark Deskovic was

released from a maximum-security prison in New York,

where he spent 15 years for a murder he said he committed

but did not. Why did he confess? ‘‘Believing in the crim-

inal justice system and being fearful for myself, I told them

what they wanted to hear,’’ Deskovic said. Certain that

DNA testing on the semen would establish his innocence,

he added: ‘‘I thought it was all going to be okay in the end’’

(Santos, 2006, p. A1).

On the basis of anecdotal and research evidence, Kassin

(2005) suggested the ironic hypothesis that innocence itself

may put innocents at risk. Specifically, it appears that

people who stand falsely accused tend to believe that truth

and justice will prevail and that their innocence will

become transparent to investigators, juries, and others. As a

result, they cooperate fully with police, often failing to
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realize that they are suspects not witnesses, by waiving

their rights to silence and a lawyer and speaking freely to

defend themselves. Thus, although mock criminals vary

their disclosures according to whether the interrogator

seems informed about the evidence, innocents are uni-

formly forthcoming—regardless of how informed the

interrogator seems (Hartwig, Granhag, Strömwall, &

Kronkvist, 2006; Hartwig, Granhag, Strömwall, & Vrij,

2005).

Based on observations of live and videotaped interro-

gations, Leo (1996b) found that four out of five suspects

waive their rights and submit to questioning—and that

people who have no prior record of crime are the most

likely to do so. In light of known recidivism rates, this

result suggested that innocent people in particular are at

risk to waive their rights. Kassin and Norwick (2004) tested

this hypothesis in a controlled laboratory setting in which

some subjects but not others committed a mock theft of

$100. Upon questioning, subjects who were innocent were

more likely to sign a waiver than those who were guilty, 81

to 36%. Afterward, most innocent subjects said that they

waived their rights precisely because they were innocent:

‘‘I did nothing wrong,’’ ‘‘I had nothing to hide.’’ The

feeling of reassurance that accompanies innocence may be

rooted in a generalized and perhaps motivated belief in a

just world in which human beings get what they deserve

and deserve what they get (Lerner, 1980). It may also

stem from the ‘‘illusion of transparency,’’ a tendency for

people to overestimate the extent to which their true

thoughts, emotions, and other inner states can be seen by

others (Gilovich, Savitsky, & Medvec, 1998; Miller &

McFarland, 1987). Whatever the mechanism, it is clear that

Miranda warnings may not adequately protect the citizens

who need it most—those accused of crimes they did not

commit (Kassin, 2005).

These findings suggest that people have a naı̈ve faith in

the power of innocence to set them free. This phenome-

nology was evident in the classic case of Peter Reilly, an

18-year-old who falsely confessed to the murder of his

mother. When asked years later why he did not invoke his

Miranda rights, Reilly said, ‘‘My state of mind was that I

hadn’t done anything wrong and I felt that only a criminal

really needed an attorney, and this was all going to come

out in the wash’’ (Connery, 1996, p. 93). Innocence may

lead innocents to forego other important safeguards as well.

Consider the case of Kirk Bloodsworth, the first death row

inmate to be exonerated by DNA. In 1985, based solely on

eyewitness identifications, Bloodsworth was convicted for

the rape and murder of a 9-year-old girl. He was exoner-

ated by DNA 8 years later and ultimately vindicated when

the true perpetrator was identified. The day of his arrest,

Bloodsworth was warned that there would be cameras

present and asked if he wanted to cover his head with a

blanket. He refused, saying he did nothing wrong and was

not going to hide—even though potential witnesses might

see him on TV (Junkin, 2004).

THE CONSEQUENCES OF CONFESSION

It is inevitable that some number of innocent people will be

targeted for suspicion and subjected to excessively per-

suasive interrogation tactics, and many of them will

naively and in opposition to their own self-interest waive

their rights and confess. One might argue that this unfor-

tunate chain of events is tolerable, not tragic, to the extent

that the resulting false confessions are detected by

authorities at some point and corrected. Essential to this

presumed safety net is the belief that police, prosecutors,

judges, and juries are capable of distinguishing true and

false confessions.

The process begins with the police. Numerous false

confession cases reveal that once a suspect confesses,

police often close their investigation, deem the case solved,

and overlook exculpatory evidence or other possible leads–

even if the confession is internally inconsistent, con-

tradicted by external evidence, or the product of coercive

interrogation (Drizin & Leo, 2004; Leo & Ofshe, 1998).

This trust in confessions may extend to prosecutors as well,

many of whom express skepticism about police-induced

false confessions, stubbornly refusing to admit to such an

occurrence even after DNA evidence has unequivocally

established the defendant’s innocence (Findley & Scott,

2006; Hirsch, 2005b; Kassin & Gudjonsson, 2004). Upon

confession, prosecutors tend to charge suspects with the

highest number and types of offenses, set bail higher, and

are far less likely to initiate or accept a plea bargain to a

reduced charge (Drizin & Leo, 2004; Leo & Ofshe, 1998;

but see Redlich, in press).

Part of the problem is that confessions can taint other

evidence. In one case, for example, Pennsylvania defendant

Barry Laughman confessed to rape and murder, which was

later contradicted by blood typing evidence. Clearly

influenced by the confession, the state forensic chemist

went on to concoct four ‘‘theories,’’ none grounded in

science, to explain away the mismatch. Sixteen years later,

Laughman was set free (http://www.innocenceproject.org).

Recent empirical studies have demonstrated the problem as

well. In one study, Dror and Charlton (2006) presented five

latent fingerprint experts with pairs of prints from a crime

scene and suspect in an actual case in which they had

previously made a match or exclusion judgment. The prints

were accompanied either by no extraneous information, an

instruction that the suspect had confessed (suggesting a

match), or an instruction that the suspect was in custody at

the time (suggesting an exclusion). The misinformation
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produced a change in 17% of the original, previously

correct judgments. In a second study, Hasel and Kassin

(2009) staged a theft and took photographic identification

decisions from a large number of eyewitnesses who were

present. One week later, individual witnesses were told that

the person they had identified denied guilt, or that he

confessed, or that a specific other lineup member con-

fessed. Influenced by this information, many witnesses

went on to change their identification decisions, selecting

the confessor with confidence, when given the opportunity

to do so.

Not surprisingly, confessions are particularly potent in

the courtroom. When a suspect in the U.S. retracts his or

her confession, pleads not guilty, and goes to trial, a

sequence of two decisions is set into motion. First, a judge

determines whether the confession was voluntary and

hence admissible as evidence. Then a jury, hearing the

admissible confession, determines whether the defendant is

guilty beyond a reasonable doubt. But can people distin-

guish between true and false confessions? And what effect

does this evidence have within the context of a trial?

Research on the impact of confessions throughout the

criminal justice system is unequivocal. Mock jury studies

have shown that confessions have more impact than other

potent forms of evidence (Kassin & Neumann, 1997) and

that people do not fully discount confessions—even when

they are judged to be coerced (Kassin & Wrightsman,

1980) and even when the confessions are presented sec-

ondhand by an informant who is motivated to lie

(Neuschatz, Lawson, Swanner, Meissner, & Neuschatz,

2008). For example, Kassin and Sukel (1997) presented

mock jurors with one of three versions of a murder trial

transcript. In a low-pressure version, the defendant was

said to have confessed to police immediately upon ques-

tioning. In a high-pressure version, participants read that

the suspect was in pain and interrogated aggressively by a

detective who waved his gun in a menacing manner. A

control version contained no confession in evidence. Pre-

sented with the high-pressure confession, participants

appeared to respond in the legally prescribed manner. They

judged the statement to be involuntary and said it did not

influence their decisions. Yet when it came to the all-

important verdict measure, this confession significantly

increased the conviction rate. This increase occurred even

in a condition in which subjects were specifically admon-

ished to disregard confessions they found to be coerced.

Similar results have recently been reported in mock jury

studies involving defendants who are minors (Redlich,

Ghetti, & Quas, 2008; Redlich, Quas, & Ghetti, 2008).

This point concerning the power of confession evidence

is bolstered by recent survey evidence indicating that

although laypeople understand that certain interrogation

tactics are psychologically coercive, they do not believe

that these tactics elicit false confessions (Leo & Liu, 2009).

Archival analyses of actual cases also reinforce this point.

When proven false confessors pleaded not guilty and pro-

ceeded to trial, the jury conviction rates ranged from 73%

(Leo & Ofshe, 1998) to 81% (Drizin & Leo, 2004). These

figures led Drizin and Leo to describe confessions as

‘‘inherently prejudicial and highly damaging to a defen-

dant, even if it is the product of coercive interrogation,

even if it is supported by no other evidence, and even if it is

ultimately proven false beyond any reasonable doubt’’

(p. 959).

There are at least three reasons why people cannot easily

identify as false the confessions of innocent suspects. First,

generalized common sense leads people to trust confes-

sions the way they trust other behaviors that counter self-

interest. Over the years, and across a wide range of con-

texts, social psychologists have found that social perceivers

fall prey to the fundamental attribution error—that is, they

tend to make dispositional attributions for a person’s

actions, taking behavior at face value, while neglecting the

role of situational factors (Jones, 1990; Ross, 1977).

Gilbert and Malone (1995) offered several explanations for

this bias, the most compelling of which is that people draw

quick and relatively automatic dispositional inferences

from behavior and then fail to adjust or correct for the

presence of situational constraints. Common sense further

compels the belief that people present themselves in ways

that are self-serving and that confessions must therefore be

particularly diagnostic of guilt. Indeed, most people rea-

sonably believe that they would never confess to a crime

they did not commit and have only rudimentary under-

standing of the predispositional and situational factors that

would lead someone to do so (Henkel, Coffman, & Dailey,

2008).

A second reason is that people are typically not adept at

deception detection. We saw earlier that neither lay people

nor professionals distinguish truths from lies at high levels

of accuracy. This problem extends to judgments of true and

false confessions. To demonstrate, Kassin, Meissner, and

Norwick (2005) videotaped male prison inmates providing

true confessions to the crimes for which they were incar-

cerated and concocting false confessions to crimes selected

by the experimenter that they did not commit. When col-

lege students and police investigators later judged these

statements from videotapes or audiotapes, the results

showed that neither group was particularly adept, exhibit-

ing accuracy rates that ranged from 42 to 64%—typically

not much better than chance performance. These findings

suggest people cannot readily distinguish true and false

confessions and that law enforcement experience does not

improve performance. This latter result is not surprising, as

many of the behavioral cues that typically form part of the

basis for training (e.g., gaze aversion, postural cues, and
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grooming gestures) are not statistically correlated with

truth-telling or deception (DePaulo et al., 2003).

On the assumption that ‘‘I’d know a false confession if I

saw one,’’ there is a third reason for concern: Police-

induced false confessions often contain content cues pre-

sumed to be associated with truthfulness. In many

documented false confessions, the statements ultimately

presented in court contained not only an admission of guilt

but vivid details about the crime, the scene, and the victim

that became known to the innocent suspect through leading

questions, photographs, visits to the crime scene, and other

secondhand sources invisible to the naı̈ve observer. To

further complicate matters, many false confessors state not

just what they allegedly did, and how they did it, but why—

as they self-report on revenge, jealousy, provocation,

financial desperation, peer pressure, and other prototypical

motives for crime. Some of these statements even contain

apologies and expressions of remorse. To the naı̈ve spec-

tator, such statements appear to be voluntary, textured with

detail, and the product of personal experience. Uninformed,

however, this spectator mistakes illusion for reality, not

realizing that the taped confession is scripted by the police

theory of the case, rehearsed during hours of unrecorded

questioning, directed by the questioner, and ultimately

enacted on paper, tape, or camera by the suspect (see

Kassin, 2006).

RECOMMENDATIONS FOR REFORM

Confession is a potent form of evidence that triggers a

chain of events from arrest, prosecution, and conviction,

through post-conviction resistance to change in the face of

exculpatory information. Recent DNA exonerations have

shed light on the problem that innocent people, confident in

the power of their innocence to prevail, sometimes confess

to crimes they did not commit. Research has identified two

sets of risks factors. The first pertains to the circumstances

of interrogation, situational factors such as a lengthy cus-

tody and isolation, possibly accompanied by a deprivation

of sleep and other need states; presentations of false evi-

dence, a form of trickery that is designed to link the suspect

to the crime and lead him or her to feel trapped by the

evidence; and minimization tactics that lead the suspect

and others to infer leniency even in the absence of an

explicit promise. The second set of risk factors pertains to

dispositional characteristics that render certain suspects

highly vulnerable to influence and false confessions—

namely, adolescence and immaturity; cognitive and intel-

lectual impairments; and personality characteristics and

mental illness.

In light of the wrongful convictions involving false

confessions that have recently surfaced, as well as

advances in psychological research on interviewing,

interrogations, and confessions, there are renewed calls for

caution regarding confessions and the reform of interro-

gation practices not seen since the Wickersham

Commission Report (1931) and U.S. Supreme Court

opinion in Miranda (1966). Professionals from varying

perspectives may differ in their perceptions of both the

problems and the proposed solutions. Hence, it is our hope

that the recommendations to follow will inspire a true

collaborative effort among law enforcement professionals,

district attorneys, defense lawyers, judges, social scientists,

and policy makers to scrutinize the systemic factors that

put innocent people at risk and devise effective safeguards.

Electronic Recording of Interrogations

Without equivocation, our most essential recommendation

is to lift the veil of secrecy from the interrogation process

in favor of the principle of transparency. Specifically, all

custodial interviews and interrogations of felony suspects

should be videotaped in their entirety and with a camera

angle that focuses equally on the suspect and interrogator.

Stated as a matter of requirement, such a policy evokes

strong resistance in some pockets of the law enforcement

community. Yet it has also drawn advocates from a wide

and diverse range of professional, ideological, and political

perspectives (e.g., American Bar Association, 2004;

Boetig, Vinson, & Weidel, 2006; Cassell, 1996a; Drizin &

Colgan, 2001; Geller, 1994; Gudjonsson, 2003; Leo,

1996c; Slobogin, 2003; Sullivan, 2004; The Justice Project,

2007).

In England, under the Police and Criminal Evidence Act

of 1984, the mandatory requirement for tape-recording

police interviews was introduced to safeguard the legal

rights of suspects and the integrity of the process. At first

resisted by police, this requirement has positively trans-

formed the ways in which police interviews are conducted

and evaluated. Over the years, the need for taping has

pressed for action within the U.S. as well. In Convicting the

Innocent, a classic study of wrongful convictions, Edwin

Borchard (1932) expressed concern that police abuses

during interrogations led to involuntary and unreliable

confessions. His solution, utilizing the technology of the

time, was to make ‘‘[phonographic records’’ [of inter-

rogations] which shall alone be introducible in court’’

(pp. 370–371).

Throughout the twentieth century, other advocates for

recording were less concerned with preventing false con-

fessions and more concerned with increasing the accuracy

of the justice system by eliminating the swearing contests

between police officers and suspects over what occurred

during the interrogation (Kamisar, 1977; Weisberg, 1961).

Still others saw that recording interrogations held
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tremendous benefits for law enforcement by discouraging

note-taking and other practices that could inhibit suspects,

helping police officers obtain voluntary confessions, nab-

bing accomplices, and protecting officers from false

allegations of abuse (Geller, 1993; O’Hara, 1956). Despite

these calls for recording, by the turn of the twentieth

century only two states, by virtue of state Supreme Court

decisions—Alaska (Stephan v. State, 1985) and Minnesota

(State v. Scales, 1994)—required law enforcement officers

to electronically record suspect interrogations. The pace of

reform in this area, however, is picking up and once again a

concern about false confessions seems to be the impetus. In

the post-DNA age, and particularly in the past 5 years, as

the number of wrongful convictions based on false con-

fessions has continued to climb, concerns about the

reliability of confession evidence have led to a renewed

push for recording requirements (Drizin & Reich, 2004).

As a result of statutes and court rulings, seven additional

jurisdictions—Illinois, Maine, New Mexico, New Jersey,

Wisconsin, North Carolina, and the District of Columbia—

have joined Minnesota and Alaska, in requiring recordings

of custodial interrogations in some circumstances

(Robertson, 2007; Sullivan, 2004). In several other states,

supreme courts have stopped short of requiring recording

but either have issued strongly worded opinions endorsing

recording—e.g., New Hampshire (State v. Barnett, 2002)

and Iowa (State v. Hajtic, 2007)—or, in the case of

Massachusetts, held that where law enforcement officers

have no excuse for the failure to record interrogation,

defendants are entitled to a strongly worded instruction

admonishing jurors to treat unrecorded confessions with

caution (Commonwealth v. DiGiambattista, 2004).

In addition to recent developments in state courts and

legislatures, there is a growing movement among law

enforcement agencies around the country to record inter-

rogations voluntarily. Over the past 70 years, the idea has

been anathema to many in law enforcement—including the

FBI, which prohibits electronic recording, and John Reid &

Associates, which used to vigorously oppose the practice of

recording interrogations (Inbau et al., 2001; but see

Buckley & Jayne’s [2005] recent publication, Electronic

Recording of Interrogations; for an historical review, see

Drizin & Reich, 2004). Yet there are now signs that police

opposition is thawing (e.g., Boetig et al., 2006). Several

years ago, a National Institute of Justice study found that

one-third of large police and sheriff’s departments

throughout the U.S. were already videotaping at least some

interrogations or confessions and that their experiences

with the practice were positive (Geller, 1993). A more

recent survey of more than 465 law enforcement agencies

in states that do not require electronic recording of inter-

rogations has revealed that the practice is widespread.

Without any legislative or judicial compulsion, police

departments in many states routinely record interviews and

interrogations in major felony investigations. Without

exception, they have declared strong support for the prac-

tice (Sullivan, 2004; Sullivan, Vail, & Anderson, 2008).

There are numerous advantages to a videotaping policy.

To begin, the presence of a camera may deter interrogators

from using the most egregious, psychologically coercive

tactics—and deter frivolous defense claims of coercion

where none existed. Second, a videotaped record provides

trial judges (ruling on voluntariness) and juries (deter-

mining guilt) an objective and accurate record of the

process by which a statement was taken—a common

source of dispute that results from ordinary forgetting and

self-serving distortions in memory. In a study that dem-

onstrates the problem, Lamb, Orbach, Sternberg,

Hershkowitz, and Horowitz (2000) compared interviewers’

verbatim contemporaneous accounts of 20 forensic inter-

views with alleged child sex abuse victims with tape

recordings of these same sessions. Results showed that

more than half of the interviewers’ utterances and one

quarter of the details that the children provided did not

appear in their verbatim notes. Even more troubling was

that interviewers made frequent and serious source attri-

bution errors—for example, often citing the children, not

their own prompting questions, as the source of details.

This latter danger was inadvertently realized by D.C.

Detective James Trainum (2007) who—in an article enti-

tled ‘‘I took a false confession – so don’t tell me it doesn’t

happen!’’—recounted a case in which a suspect who had

confessed to him was later exonerated: ‘‘Years later, during

a review of the videotapes, we discovered our mistake. We

had fallen into a classic trap. We believed so much in our

suspect’s guilt that we ignored all evidence to the contrary.

To demonstrate the strength of our case, we showed the

suspect our evidence, and unintentionally fed her details

that she was able to parrot back to us at a later time. It was

a classic false confession case and without the video we

would never have known’’ (see also Trainum, 2008).

Similarly, Police Commander Neil Nelson, of St. Paul,

Minnesota, said that he too once elicited a false confession,

which he came to doubt by reviewing the interrogation

tape: ‘‘You realize maybe you gave too much detail as you

tried to encourage him and he just regurgitated it back’’

(Wills, 2005; quoted online by Neil Nelson & Associates;

http://www.neilnelson.com/pressroom.html).

To further complicate matters of recollection, police

interrogations are not prototypical social interactions but,

rather, extraordinarily stressful events for those who stand

accused. In a study that illustrates the risk to accurate

retrieval, Morgan et al. (2004) randomly assigned trainees

in a military survival school to undergo a realistic high-

stress or low-stress mock interrogation. Twenty-four hours

later, he found that those in the high-stress condition had
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difficulty even identifying their interrogators in a lineup. In

real criminal cases, questions constantly arise about whe-

ther rights were administered and waived, whether the

suspect was cooperative or evasive, whether detectives

physically intimidated the suspect, whether promises or

threats were made or implied, and whether the details in a

confession emanated from the police or suspect, are among

the many issues that become resolvable (in Great Britain,

as well, taping virtually eliminated the concern that police

officers were attributing to suspects admissions that would

later be disputed; see Roberts, 2007).

In recent years, Sullivan (2004, 2007) has tirelessly

interviewed law enforcement officials from hundreds of

police and sheriff’s departments that have recorded custo-

dial interrogations and found that they enthusiastically

favored the practice. Among the collateral benefits they

often cited were that recording permitted detectives to

focus on the suspect rather than take copious notes,

increased accountability, provided an instant replay of the

suspect’s statement that sometimes revealed incriminating

comments that were initially overlooked, reduced the

amount of time detectives spent in court defending their

interrogation practices, and increased public trust in law

enforcement. Countering the most common apprehensions,

the respondents in these interview studies reported that

videotaping interrogations did not prove costly or inhibit

suspects from talking to police or incriminating them-

selves. Typical of this uniformly positive reaction,

Detective Trainum (2007) notes: ‘‘When videotaping was

first forced upon us by the D.C. City Council, we fought it

tooth and nail. Now, in the words of a top commander, we

would not do it any other way.’’

It is beyond the scope of this article to draft a model rule

that would address such specific details as what conditions

should activate a recording requirement, how the record-

ings should be preserved, whether exceptions to the rule

should be made (e.g., if the equipment malfunctions, if the

suspect refuses to make a recorded statement), and what

consequences would follow from the failure to record (e.g.,

whether the suspect’s statement would be excluded or

admitted to the jury with a cautionary instruction). As a

matter of policy, however, research does suggest that it is

important not only that entire sessions be recorded, trig-

gered by custodial detention, but that the camera adopt a

neutral ‘‘equal focus’’ perspective that shows both the

accused and his or her interrogators. In 20-plus years of

research on illusory causation effects in attribution, Lass-

iter and his colleagues have taped mock interrogations

from three different camera angles so that the suspect, the

interrogator, or both were visible. Lay participants who

saw only the suspect judged the situation as less coercive

than those focused on the interrogator. By directing visual

attention toward the accused, the camera can thus lead

jurors to underestimate the amount of pressure actually

exerted by the ‘‘hidden’’ detective (Lassiter & Irvine, 1986;

Lassiter, Slaw, Briggs, & Scanlan, 1992). Additional

studies have confirmed that people are more attuned to the

situational factors that elicit confessions whenever the

interrogator is on camera than when the focus is solely on

the suspect (Lassiter & Geers, 2004; Lassiter, Geers,

Munhall, Handley, & Beers, 2001). Under these more

balanced circumstances, juries make more informed attri-

butions of voluntariness and guilt when they see not only

the final confession but the conditions under which it was

elicited (Lassiter, Geers, Handley, Weiland, & Munhall,

2002). Indeed, even the perceptions of experienced trial

judges are influenced by variations in camera perspective

(Lassiter, Diamond, Schmidt, & Elek, 2007).

Reform of Interrogation Practices

In light of recent events, the time is ripe for police, district

attorneys, defense lawyers, judges, researchers, and poli-

cymakers to evaluate current methods of interrogation. All

parties would agree that the surgical objective of interro-

gation is to secure confessions from perpetrators but not

from innocent suspects. Hence, the process of interrogation

should be structured in theory and in practice to produce

outcomes that are accurate, as measured by the observed

ratio of true to false confessions. Yet except for physical

brutality or deprivation, threats of harm or punishment,

promises of leniency or immunity, and flagrant violations

of a suspect’s constitutional rights, there are no clear cri-

teria by which to regulate the process. Instead, American

courts historically have taken a ‘‘totality of the circum-

stances’’ approach to voluntariness and admissibility.

Because Miranda does not adequately safeguard the

innocent, we believe that the time is right to revisit the

factors that comprise those circumstances.

As illustrated by the Reid technique and other similar

approaches, the modern American police interrogation is,

by definition, a guilt-presumptive and confrontational

process—aspects of which put innocent people at risk.

There are two ways to approach questions of reform. One is

to completely reconceptualize this model at a macro level

and propose that the process be converted from ‘‘con-

frontational’’ to ‘‘investigative.’’ Several years ago, after a

number of high-profile false confessions, the British moved

in this direction, transitioning police from a classic inter-

rogation to a process of ‘‘investigative interviewing.’’ The

Police and Criminal Evidence (PACE) Act of 1984 sought

to reduce the use of psychologically manipulative tactics.

In a post-PACE study, Irving and McKenzie (1989) found

that the use of psychologically manipulative tactics had

significantly declined—without a corresponding drop in the

frequency of confessions. The post-PACE confession rate

Law Hum Behav (2010) 34:3–38 27

123



is also somewhat higher in the UK than in the U.S.

(Gudjonsson, 2003). In 1993, the Royal Commission on

Criminal Justice further reformed the practice of interro-

gation by proposing the PEACE model described earlier

(‘‘Preparation and Planning,’’ ‘‘Engage and Explain,’’

‘‘Account,’’ ‘‘Closure,’’ and ‘‘Evaluate’’), the purpose of

which is fact finding rather than confession. Observational

research suggests that such investigative interviews enable

police to inculpate offenders—and youthful suspects as

well (Hershkowitz, Horowitz, Lamb, Orbach, & Sternberg,

2004; Lamb, Orbach, Hershkowitz, Horowitz, & Abbott,

2007)—by obtaining from them useful, evidence-generat-

ing information about the crime (for reviews, see Bull &

Soukara, 2009; Williamson, 2006).

Similar techniques have been taught and employed in

the U.S. as well, where Nelson (2007) reports from expe-

rience that it is highly effective. Recent laboratory research

has also proved promising in this regard. In one series of

experiments, interviewers more effectively exposed

deceptive mock criminals when they strategically withheld

incriminating evidence than when they confronted the

suspects with that evidence (Hartwig et al., 2005, 2006). In

an experiment using the Russano et al. (2005) cheating

paradigm described earlier, Rigoni and Meissner (2008)

independently varied and compared accusatorial and

inquisitorial methods and found that the latter produced

more diagnostic outcomes—lowering the rate of false

confessions without producing a corresponding decrease in

the rate of true confessions. Although more systematic

research is needed, it is clear that investigative interview-

ing offers a potentially effective macro alternative to the

classic American interrogation. Indeed, New Zealand and

Norway have recently adopted the PEACE approach to

investigative interviewing as a matter of national policy.

A second approach to the question of reform is to

address specific risk factors inherent within a confronta-

tional framework for interrogation. On the basis of

converging evidence from actual false confession cases,

basic principles of psychology, and forensic research, the

existing literature suggests that certain interrogation prac-

tices alone and in combination with each other pose a risk

to the innocent—whether they are dispositionally vulner-

able or not. Focused in this way, but stopping short of

making specific recommendations, we propose that the

following considerations serve as a starting point for col-

laborative discussion.

Custody and Interrogation Time

As noted earlier, the human needs for belonging, affiliation,

and social support, especially in times of stress, are a

fundamental human motive. Prolonged isolation from sig-

nificant others thus constitutes a form of deprivation that

can heighten a suspect’s distress and increase his or her

incentive to escape the situation. Excessive time in custody

may also be accompanied by fatigue and feelings of

helplessness and despair as well as the deprivation of sleep,

food, and other biological needs. The vast majority of

interrogations last from 30 minutes up to 2 hours (Bald-

win, 1993; Irving, 1980; Kassin et al., 2007; Leo, 1996b;

Wald et al., 1967). Inbau et al. (2001) cautioned against

surpassing 4 hours, and Blair (2005) argued that interro-

gations exceeding 6 hours are ‘‘legally coercive.’’ Yet

research shows that in proven false confession cases the

interrogations had lasted for an average of 16.3 hours

(Drizin & Leo, 2004). Following PACE in Great Britain,

policy discussions should begin with a proposal for the

imposition of time limits, or at least flexible guidelines,

when it comes to detention and interrogation, as well as

periodic breaks from questioning for rest and meals. At a

minimum, police departments should consider placing

internal time limits on the process that can be exceeded—

initially and at regular intervals thereafter, if needed—only

with authorization from a supervisor of detectives.

Presentations of False Evidence

A second problem concerns the tactic of presenting false

evidence, which is often depicted as incontrovertible, and

which takes the form of outright lying to suspects—for

example, about an eyewitness identification that was not

actually made; an alibi who did not actually implicate the

suspect; fingerprints, hair, or blood that was not actually

found; or polygraph tests that they did not actually fail. In

Frazier v. Cupp (1969), the U.S. Supreme Court reviewed a

case in which police falsely told the defendant that his

cousin (whom he said he was with), had confessed, which

immediately prompted the defendant to confess. The Court

sanctioned this type of deception—seeing it as relevant to

its inquiry on voluntariness but not a reason to disqualify

the resulting confession. Although some state courts have

distinguished between mere false assertions, which are

permissible, and the fabrication of reports, tapes, and other

evidence, which are not, the Supreme Court has not

revisited the issue.

From a convergence of three sources, there is strong

support for the proposition that outright lies can put inno-

cents at risk to confess by leading them to feel trapped by the

inevitability of evidence against them. These three sources

are: (1) the aggregation of actual false confession cases,

many of which involved use of the false evidence ploy;

(2) one hundred-plus years of basic psychology research,

which proves without equivocation that misinformation can

substantially alter people’s visual perceptions, beliefs,

motivations, emotions, attitudes, memories, self-assess-

ments, and even certain physiological outcomes, as seen in
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studies of the placebo effect; and (3) numerous experiments,

from different laboratories, demonstrating that presentations

of false evidence increase the rate at which innocent

research participants agree to confess to prohibited acts they

did not commit. As noted earlier, scientific evidence for the

malleability of people’s perceptions, decisions, and behav-

ior when confronted with misinformation is broad and

pervasive. With regard to a specific variant of the problem, it

is also worth noting that the National Research Council

Committee to Review the Scientific Evidence on the Poly-

graph (2003) recently expressed concern over the risk of

false confessions produced by telling suspects they had

failed the polygraph (see also Lykken, 1998).

Over the years, legal scholars have debated the merits of

trickery and deception in the interrogation room (e.g.,

Magid, 2001; Slobogin, 2007; Thomas, 2007) and some

law enforcement professionals have argued that lying is

sometimes a necessary evil, effective, and without risk to

the innocent (Inbau et al., 2001). To this argument, two

important points must be noted. First, direct observations

and self-report surveys of American police suggest that the

presentation of false evidence is a tactic that is occasionally

used (e.g., Feld, 2006a, 2006b; Kassin et al., 2007; Leo,

1996b). Some interrogators no doubt rely on this ploy more

than others do. Yet in a position paper on false confessions,

the Wisconsin Criminal Justice Study Commission (2007)

concluded that ‘‘Experienced interrogators appear to agree

that false evidence ploys are relatively rare’’ (p. 6). Second,

it is instructive that in Great Britain, where police have

long been prohibited from deceiving suspects about the

evidence, relying instead on the investigative interviewing

tactics described earlier, there has been no evidence of a

decline in confession rates (Clarke & Milne, 2001; Gudj-

onsson, 2003; Williamson, 2006).

In light of the demonstrated risks to the innocent, we

believe that the false evidence ploy, which is designed to

thrust suspects into a state of inevitability and despair,

should be addressed. The strongest response would be an

outright ban on the tactic, rendering all resulting confes-

sions per se inadmissible—as they are if elicited by

promises, threats, and physical violence (such a ban cur-

rently exists in England, Iceland, and Germany; suspects

are differently protected in Spain and Italy, where defense

counsel must be present for questioning). A second

approach, representing a relatively weak response, would

involve calling for no direct action, merely a change of

attitude in light of scientific research that will lead the

courts to weigh the false evidence ploy more heavily when

judging voluntariness and reliability according to a

‘‘totality of the circumstances.’’

Representing a compromise between an outright ban and

inaction, we urge police, prosecutors, and the courts, in

light of past wrongful convictions and empirical research,

to heighten their sensitivity to the risks that false evidence

poses to the innocent suspect. One way to achieve this

compromise would be to curtail some variants of the false

evidence ploy but not others—or in the case of some sus-

pects but not others. As noted earlier, some state courts

have distinguished between mere false assertions and the

fabrication of reports, tapes, photographs, and other evi-

dence, the latter being impermissible. This particular

distinction seems arbitrary. False evidence puts innocents

at risk to the extent that a suspect is vulnerable (e.g., by

virtue of his or her youth, naiveté, intellectual deficiency,

or acute emotional state) and to the extent that the alleged

evidence it is presented as incontrovertible, sufficient as a

basis for prosecution, and impossible to overcome. By this

criterion, which the courts would have to apply on a case-

by-case basis, a confession produced by telling an adult

suspect that his cousin had confessed, the ploy used in

Frazier v. Cupp (1969), might well be admissible. Yet a

confession produced by telling a traumatized 14-year-old

boy that his hair was found in his murdered sister’s grasp,

that her blood was found in his bedroom, and that he failed

an infallible lie detector test—the multiple lies presented to

false confessor Michael Crowe—would be excluded

(White, 2001).

Minimization Tactics

A third area of concern involves the use of minimization

techniques (often called ‘‘themes,’’ ‘‘scenarios,’’ or

‘‘inducements’’) that can communicate promises of

leniency indirectly through pragmatic implication. While

American federal constitutional law has long prohibited the

use of explicit promises of leniency (Bram v. United States,

1897; Leyra v. Denno, 1954; Lynumn v. Illinois, 1963),

uses of minimization are less clear. There is some legal

support for the proposition that implicit promises of

leniency are also prohibited in federal constitutional law

(White, 1997), although a majority of states hold that a

promise of leniency is only one factor to be considered in

determining whether a confession is involuntary (White,

2003).

Multiple sources support the proposition that implicit

promises can put innocents at risk to confess by leading

them to perceive that the only way to lessen or escape

punishment is by complying with the interrogator’s

demand for confession, especially when minimization is

used on suspects who are also led to believe that their

continued denial is futile and that prosecution is inevitable.

These sources are: (1) the aggregation of actual false

confession cases, the vast majority of which involved the

use of minimization or explicit promises of leniency

(Drizin & Leo, 2004; Leo & Ofshe, 1998; Ofshe & Leo,

1997a, 1997b; White, 2001); (2) basic psychological
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research indicating, first, that people are highly responsive

to reinforcement and make choices designed to maximize

their outcomes (Hastie & Dawes, 2001), and second that

people can infer certain consequences in the absence of

explicit promises and threats by pragmatic implication

(Chan & McDermott, 2006; Harris & Monaco, 1978;

Hilton, 1995); and (3) experiments specifically demon-

strating that minimization increases the rate at which

research participants infer leniency in punishment and

confess, even if they are innocent (Kassin & McNall, 1991;

Klaver, Lee, & Rose, 2008; Russano et al., 2005).

In light of the demonstrated risks to the innocent, we

believe that techniques of minimization, as embodied in the

‘‘themes’’ that interrogators are trained to develop, which

communicate promises of leniency via pragmatic impli-

cation, should be scrutinized. Some law enforcement

professionals have argued that minimization is a necessary

interrogation technique (Inbau et al., 2001). As with the

false evidence ploy, there are several possible approaches

to the regulation of minimization techniques—ranging

from the recommendation that no action be taken to an

outright ban on minimization. Between these extreme

positions one might argue that some uses of minimization

but not others should be limited or modified.

Minimization techniques come in essentially three

forms: those that minimize the moral consequences of

confessing, those that minimize the psychological conse-

quences of confessing, and those that minimize the legal

consequences of confessing (Inbau et al., 2001; Ofshe &

Leo, 1997a, 1997b). One possible compromise between the

two extreme positions noted above would be to permit

moral and psychological forms of minimization, but ban

legal minimization that communicates promises of leniency

via pragmatic implication. With this distinction in mind,

interrogators would be permitted, for example, to tell a

suspect that he or she will feel better after confession

(psychological minimization) or that he or she is still a good

person (moral minimization), but not that the legal conse-

quences of his actions will be minimized if he confesses

(e.g., as may be implied by self-defense and other themes).

More research is thus needed to distinguish among the

different tactics that interrogators are trained to use (e.g.,

the provocation, peer pressure, and accident scenarios), and

the pragmatic inferences that these tactics lead suspects to

draw concerning the consequences of confession.

Protection of Vulnerable Suspect Populations

There is a strong consensus among psychologists, legal

scholars, and practitioners that juveniles and individuals

with cognitive impairments or psychological disorders are

particularly susceptible to false confession under pressure.

Yet little action has been taken to modulate the methods by

which these vulnerable groups are questioned when placed

into custody as crime suspects. More than 45 years ago, the

1962 President’s Panel on Mental Retardation questioned

whether confessions from defendants with mental retarda-

tion should ever be admissible at trial (see Appelbaum &

Appelbaum, 1994). In 1991, Fred Inbau wrote that ‘‘special

protections must be afforded to juveniles and to all other

persons of below-average intelligence, to minimize the risk

of untruthful admissions due to their vulnerability to sug-

gestive questioning’’ (1991, pp. 9–10). More recently,

Inbau et al. (2001) advised against use of the false evidence

ploy with youthful suspects or those with diminished

mental capacity: ‘‘These suspects may not have the forti-

tude or confidence to challenge such evidence and,

depending on the nature of the crime, may become con-

fused as to their own possible involvement’’ (p. 429; also

see Buckley, 2006).

It is uniformly clear to all parties that vulnerable suspect

populations—namely, juveniles and people who are cog-

nitively impaired or psychologically disordered—need to

be protected in the interrogation room. In operational

terms, we believe that there are two possible ways to

protect these vulnerable populations. The first concerns the

mandatory presence of an attorney. A least with regard to

juveniles, a parent, guardian, or other interested adult is

required in some states to protect young suspects who face

interrogation. Yet research suggests that the presence of an

interested adult does not increase the rate at which juve-

niles assert their constitutional rights because these adults,

often passive, frequently urge their youths to cooperate

with police—a tendency observed both in the U.S. (Grisso

& Ring, 1979; Oberlander & Goldstein, 2001) and in the

UK, where the law provides for access to an ‘‘appropriate

adult’’ (Pearse & Gudjonsson, 1996). For this reason,

juveniles—at least those under the age of 16 (at present, the

research evidence is less clear when it comes to older

adolescents)—should be accompanied and advised by a

professional advocate, preferably an attorney, trained to

serve in this role (see Gudjonsson, 2003).

As a second possible means of protection, law

enforcement personnel who conduct interviews and inter-

rogations should receive special training—not only on the

limits of human lie detection, false confessions, and the

perils of confirmation biases—but on the added risks to

individuals who are young, immature, mentally retarded,

psychologically disordered, or in other ways vulnerable to

manipulation. In a survey of 332 Baltimore police officers,

Meyer and Reppucci (2007) found that while respondents

understood in general terms that adolescents lack maturity

of judgment and are more malleable than adults, they did

not by implication believe that juvenile suspects were at

greater risk in the interrogation room. Hence, they reported

using roughly the same Reid-like techniques with juveniles
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as they do with adults (e.g., confrontation, repetition,

refusal to accept denials, false evidence, minimization, and

use of alternative questions). Interestingly, one-third of

these respondents stated that police could benefit from

special training with regard to the interrogation of juvenile

suspects. In light of research described earlier, as well as

Inbau et al.’s (2001) cautionary notes on the interrogation

of minors and their heightened risk for false confession, we

agree.

Summary and Conclusion

In 1932, Edwin Borchard published Convicting the inno-

cent: Sixty-five actual errors of criminal justice, in which

several false confession cases were included. Addressing

the question of how these errors were uncovered, he noted

how ‘‘sheer good luck’’ played a prominent role and

lamented on ‘‘how many unfortunate victims of error have

no such luck, it is impossible to say, but there are probably

many.’’ Today’s generation of post-conviction exonera-

tions well illustrate the role that sheer good luck plays (e.g.,

as when DNA, long ago collected, was preserved; as when

the true perpetrator finds a conscience and comes forward).

With increased scientific attention to the problem of false

confessions, and the reforms recommended in this article,

we believe it possible to reduce the serendipitous nature of

these discoveries and to increase both the diagnosticity of

suspects’ statements and the ability of police, prosecutors,

judges, and juries to make accurate decisions on the basis

of these statements.
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Why Confessions Trump Innocence

Saul M. Kassin
John Jay College of Criminal Justice, City University of New York

As illustrated by the story of Amanda Knox and many
others wrongfully convicted, false confessions often trump
factual innocence. Focusing on consequences, recent re-
search suggests that confessions are powerfully persuasive
as a matter of logic and common sense; that many false
confessions contain richly detailed narratives and accurate
crime facts that appear to betray guilty knowledge; and
that confessions in general can corrupt other evidence from
lay witnesses and forensic experts—producing an illusion
of false support. This latter phenomenon, termed “corrob-
oration inflation,” suggests that pretrial corroboration re-
quirements as well as the concept of “harmless error” on
appeal are based on an erroneous presumption of indepen-
dence among items of evidence. In addition to previously
suggested reforms to police practices that are designed to
curb the risk of false confessions, measures should be taken
as well to minimize the rippling consequences of those
confessions.

Keywords: confession, innocence, wrongful conviction

On November 2, 2007, British exchange student
Meredith Kercher was found raped and mur-
dered in Perugia, Italy. Almost immediately,

police suspected 20-year-old Amanda Knox, an American
student and one of Kercher’s roommates—the only one
who stayed in Perugia after the murder. Knox had no
history of crime or violence and no motive. But something
about her demeanor—such as an apparent lack of affect, an
outburst of sobbing, or her girlish and immature behav-
ior—led police to believe she was involved and lying when
she claimed she was with Raffaele Sollecito, her new
Italian boyfriend, that night.

Armed with a prejudgment of Knox’s guilt, several
police officials interrogated the girl on and off for four
days. Her final interrogation started on November 5 at
10 p.m. and lasted until November 6 at 6 a.m., during
which time she was alone, without an attorney, tag-teamed
by a dozen police, and did not break for food or sleep. In
many ways, Knox was a vulnerable suspect—young, far
from home, without family, and forced to speak in a lan-
guage in which she was not fluent. Knox says she was
repeatedly threatened and called a liar. She was told,
falsely, that Sollecito, her boyfriend, disavowed her alibi
and that physical evidence placed her at the scene. She was
encouraged to shut her eyes and imagine how the gruesome
crime had occurred, a trauma, she was told, that she had
obviously repressed. Eventually she broke down crying,
screaming, and hitting herself in the head. Despite a law

that mandates the recording of interrogations, police and
prosecutors maintain that these sessions were not recorded.

Two “confessions” were produced in this last session,
detailing what Knox called a dreamlike “vision.” Both
were typed by police—one at 1:45 a.m., the second at 5:45
a.m. She retracted the statements in a handwritten letter as
soon as she was left alone (“In regards to this ‘confession’
that I made last night, I want to make it clear that I’m very
doubtful of the verity of my statements because they were
made under the pressures of stress, shock, and extreme
exhaustion.”). Notably, nothing in the confessions indi-
cated that she had guilty knowledge. In fact, the statements
attributed to Knox were factually incorrect on significant
core details (e.g., she named as an accomplice a man whom
police had suspected but who later proved to have an
ironclad alibi; she failed to name another man, unknown to
police at the time, whose DNA was later identified on the
victim). Nevertheless, Knox, Sollecito, and the innocent
man she implicated were all immediately arrested. In a
media-filled room, the chief of police announced: Caso
chiuso (case closed).

Police had failed to provide Knox with an attorney or
record the interrogations, so the confessions attributed to
her were ruled inadmissible in court. Still, the damage was
done. The confession set into motion a hypothesis-confirm-
ing investigation, prosecution, and conviction. The man
whose DNA was found on the victim, after specifically
stating that Knox was not present, changed his story and
implicated her while being prosecuted. Police forensic ex-
perts concluded that Knox’s DNA on the handle of a knife
found in her boyfriend’s apartment also contained Kerch-
er’s blood on the blade and that the boyfriend’s DNA was
on the victim’s bra clasp. Several eyewitnesses came for-
ward. An elderly woman said she was awakened by a
scream followed by the sound of two people running; a
homeless drug addict said he saw Knox and Sollecito in the
vicinity that night; a convicted drug dealer said he saw all
three suspects together; a grocery store owner said he saw
Knox the next morning looking for cleaning products; one
witness said he saw Knox wielding a knife.

On December 5, 2009, an eight-person jury convicted
Amanda Knox and Raffaele Sollecito of murder. The two
were sentenced to 26 and 25 years in prison, respectively.
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Finally, on October 3, 2011, after having been granted a
new trial, they were acquitted. Ten weeks later, the Italian
appeals court released a strongly worded 143-page opinion
in which it criticized the prosecution and concluded that
there was no credible evidence, motive, or plausible theory
of guilt. For the four years of their imprisonment, this story
drew international attention (for comprehensive overviews
of the case, see Dempsey, 2010, and Burleigh, 2011).1

It is now clear that the proverbial mountain of dis-
credited evidence used to convict Amanda Knox and Raf-
faele Sollecito was nothing but a house of cards built upon
a false confession. The question posed by this case, and so
many others like it, is this: Why do confessions so often
trump innocence?

The Psychology of Confessions
This article represents my third in this journal on the
psychology of confession evidence. In the first article (Kas-
sin, 1997), I overviewed an emerging study of confessions,
described and critically evaluated the influential Reid tech-
nique of interrogation (Inbau, Reid, Buckley, & Jayne,
2013), and reiterated three classic types of false confes-
sions previously identified (Kassin & Wrightsman, 1985).
The purpose was to describe the phenomenon of false
confessions and to note relevant psychological theories and
research on the suspect characteristics and police interro-
gation techniques that can lead innocent people to confess.

Inspired by the founding of the Innocence Project
(http://www.innocenceproject.org/; see Scheck, Neufeld, &
Dwyer, 2000) and the first wave of DNA exonerations in
the 1990s, a startling 25% of which contained false con-
fessions in evidence, and further animated by recent de-
bates over the use of torture or “enhanced” methods of
interrogation (Greenberg, 2006), interest in this literature

has exploded. This burst of activity can be seen in stories
about actual cases (e.g., Burns, 2011; Firstman & Salpeter,
2008; Wells & Leo, 2008), a best-selling crime novel
(Grisham, 2010), and publications of review articles, book
chapters, and whole books focused on the emerging science
of false confessions (Gudjonsson, 2003; Gudjonsson &
Pearse, 2011; Kassin, 2008; Kassin & Gudjonsson, 2004,
2005; Lassiter, 2004; Lassiter & Meissner, 2010; Leo,
2008).

On the basis of individual and aggregated case studies
(Drizin & Leo, 2004; Garrett, 2011; Warden & Drizin,
2009) and self-reports from civilians (Gudjonsson, Sig-
urdsson, & Sigfusdottir, 2009) as well as police (Kassin et
al., 2007), it is now clear that false confessions are not a
new or novel phenomenon and that they occur on a regular
basis in all parts of the world and in criminal justice,
military, and corporate settings. Research continues at a
brisk pace—examining, for example, the practices of po-
lice interrogation (Leo, 2008); the extent to which Miranda
rights comprehension and recall are compromised by lan-
guage (Rogers, Hazelwood, Sewell, Harrison, & Shuman,
2008) as well as interrogation stress and other situational
factors (Rogers, Gillard, Wooley, & Fiduccia, 2011; Scherr
& Madon, 2011); the links between mental illness and false
confession (Redlich, Kulish, & Steadman, 2011; Redlich,
Summers, & Hoover, 2010); adolescence as a risk factor
(Owen-Kostelnik, Reppucci, & Meyer, 2006); race differ-
ences in interrogation room behavior (Kennard & Kassin,
2009; Najdowski, 2011); “secondary confessions” alleged
by informants about the suspect (Swanner, Beike, & Cole,
2010); perceptions of torture in the context of interrogation
(Nordgren, McDonnell, & Loewenstein, 2011); similarities
and differences between suspect and victim statements
(Malloy & Lamb, 2010); basic psychological processes
underlying a suspect’s decision to confess (Davis & Leo,
2012; Madon, Guyll, Scherr, Greathouse, & Wells, 2012);
the effects of guilt-presumptive confirmation biases on
behavior in the interrogation room (Hill, Memon, & Mc-
George, 2008; Kassin, Goldstein, & Savitsky, 2003; Nar-
chet, Meissner, & Russano, 2011); the use of “investigative
interviewing” as an alternative approach to questioning
suspects (Williamson, 2006); and the development of new
laboratory paradigms to devise more diagnostic police
methods of deception detection (Vrij, Granhag, & Porter,
2010) and interrogation (Meissner, Russano, & Narchet,
2010). This literature was comprehensively summarized in
an official White Paper of the American Psychology-Law
Society (Division 41 of the American Psychological Asso-
ciation [APA]; Kassin et al., 2010).

In a second article (Kassin, 2005), I additionally pro-
posed the paradoxical hypothesis that false confessions are
facilitated not only by dispositional characteristics of weak
and vulnerable suspects (i.e., youth, intellectual impair-

1 Additional sources to which I had access include the translated
police reports of Knox’s statements; personal communications with
Amanda Knox, Madison Paxton, and Nina Burleigh; and the Perugia
Murder File translation of the Jury/Judge Conviction Report.
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ment, mental illness, and personality traits that foster com-
pliance and suggestibility) and situational aspects of cus-
tody and interrogation (i.e., lengthy sessions, threats,
promises, presentations of false evidence, and minimiza-
tion themes that imply leniency) but by the phenomenology
of innocence. Innocence is a mental state that leads inno-
cent people to waive their Miranda rights to silence and to
counsel (Kassin & Norwick, 2004; Moore & Gagnier,
2008); to behave in ways that are open and forthcoming in
their interactions with police (Hartwig, Granhag, & Ström-
wall, 2007); to offer up alibis freely, without regard for the
fact that police may view minor inaccuracies with suspi-
cion (Olson & Charman, 2011); and to exhibit less physi-
ological arousal in response to the stress of interrogation
(Guyll et al., 2012) and on critical items of a concealed
information test even when preinformed about the crime
(Elaad, 2011). Over the years, laboratory experiments have
shown that the vast majority of participants who are ac-
cused of a transgression they did not commit—in stark
contrast to those who are guilty—refuse to accept plea
offers, often to their own detriment, indicating their confi-
dence in acquittal (Gregory, Mowen, & Linder, 1978; Tor,
Gazal-Ayal, & Garcia, 2010).

The story of Amanda Knox illustrates just how inno-
cence can put innocents at risk. Immediately after Meredith
Kercher was found murdered, her English roommates left
Perugia; her Italian roommates obtained lawyers. Yet
Knox, naı̈ve to the risk and exhibiting no consciousness of
guilt, wanted to stay to help police. Knox’s mother de-
scribed her daughter as “oblivious to the dark side of the
world” (Rich, 2011). Even later, in court, on the day of her
first verdict, Knox fully expected to be acquitted (Burleigh,
2011).

Theorizing that innocence is a state of mind that leads
people to trust the criminal justice system during interro-
gation, Perillo and Kassin (2011) examined the relatively
benign bluff technique by which interrogators pretend to
have evidence without asserting outright that this evidence
implicates the suspect (e.g., stating that witnesses were
present to be interviewed or that biological evidence was
collected and sent to a laboratory for testing). The theory
underlying the bluff makes sense: Fearing the evidence to
be processed, perpetrators will succumb to police pressure
and confess; not fearing that alleged evidence, innocents
would not succumb and confess. Yet in two experiments,
Perillo and Kassin found that innocent participants were
substantially more likely to confess to pressing a forbidden
key, causing a computer to crash, when told that their
keystrokes had been recorded for later review. In a third
experiment, innocent participants were more likely to con-
fess to willful cheating when told that a surveillance cam-
era had taped their session. In both sets of studies, these
participants noted that the bluff represented a promise of
future exoneration despite confession, which paradoxically
made it easier to confess.

The Consequences of Confession
In the present article, I shift the focus from the psycholog-
ical causes of false confessions, as discussed in my previ-

ous articles, to their consequences for police investigations,
prosecutions, jury trials, and appeals—and the implications
that follow for law and the administration of justice. In a
nutshell, I propose the empirically generated argument that
the vital principle of corroboration is based on a miscon-
ception concerning proof of guilty knowledge and the
independence of different types of evidence and cannot,
therefore, be trusted to safeguard innocent confessors
against wrongful conviction.

Once a suspect confesses, police often close the in-
vestigation, deem the case solved, and overlook exculpa-
tory information—even if the confession is internally in-
consistent, contradicted by external evidence, or the
product of coercive interrogation (Drizin & Leo, 2004; Leo
& Ofshe, 1998). This trust in confessions may extend to
prosecutors as well, some of whom express skepticism
about false confessions and stubbornly refuse to admit the
possibility of their falsity even after DNA testing has
unequivocally excluded the confessor (Findley & Scott,
2006). For example, Bruce Godschalk was exonerated of
two rape convictions after 15 years in prison when DNA
tests indicated that he was not the rapist. Yet the district
attorney refused, at first, to accept the results. When ques-
tioned about it, this district attorney said, “I have no sci-
entific basis. I know because I trust my detective and my
tape-recorded confession. Therefore the results must be
flawed until someone proves to me otherwise” (Rimer,
2002, p. A14). This is not an isolated incident. The Center
on Wrongful Convictions (2010) reported on several
known cases in which a confessor was tried and convicted
despite having being excluded by DNA. Some instances
are so flagrant that the New York Times Magazine recently
published an article titled “The Prosecution’s Case Against
DNA” about prosecutors who generate improbable argu-
ments to reconcile the DNA exclusion of suspects who
have given prior confessions (Martin, 2011).

It is important to note that many tragic false confes-
sion stories contain two psychology-rich subplots: (a) why
it happened, that is, the dispositional and situational factors
that caused an innocent person to confess and (b) why
judges, juries, and appeals courts all believed the false
confession, making the effect difficult to reverse. It is also
important to note that much of what is known about false
confessions in the real world is based on a specialized
subset of cases, often involving rape and murder, in which
the confession both resulted in a wrongful conviction and
was later identified as such. Mostly hidden from view are
cases in which the confessor’s innocence was discovered
before conviction or not at all.

Perceptions of Confession Evidence
False confession is not a phenomenon that is known to the
average layperson as a matter of common sense. Over the
years, mock jury studies have shown that confessions have
more impact on verdicts than do other potent forms of
evidence (Kassin & Neumann, 1997) and that people do
not adequately discount confessions—even when they are
retracted and judged to be the result of coercion (Kassin &
Sukel, 1997; Kassin & Wrightsman, 1980; Redlich, Ghetti,
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& Quas, 2008), even when jurors are told that the confessor
suffered from psychological illness or interrogation-in-
duced stress (Henkel, 2008), and even when the confes-
sions are provided not by the defendant himself or herself
but by an informant who is incentivized to falsely implicate
the defendant (Neuschatz, Lawson, Swanner, Meissner, &
Neuschatz, 2008). Most people reasonably believe that they
would never confess to a crime they did not commit, so
they evaluate others accordingly, do not understand the
influence of police interrogation practices, and have only a
rudimentary understanding of the dispositional and situa-
tional factors that would lead someone innocent to confess
(Blandón-Gitlin, Sperry, & Leo, 2011; Henkel, Coffman, &
Dailey, 2008; Leo & Liu, 2009).

The noncritical acceptance of confessions afflicts
judges as well as lay juries. In one study, Wallace and
Kassin (2012) presented 132 judges from three states with
a murder case summary in which there was strong or weak
evidence against the defendant. In a high-pressure confes-
sion condition, the defendant was questioned for 15 hours,
during which time his interrogators screamed, threatened
him with the death penalty, waved a gun, and refused to
accept his claims of innocence. In a low-pressure confes-
sion condition, the defendant was questioned for only 30
minutes before producing a confession; although he
claimed that he was coerced, he described nothing specific
and the claim was not borne out by a videotape of the
session. In the no-confession condition, participants were
told only that the defendant was questioned by police,
during which time he denied any involvement.

Reasonably, judges were less likely to see the confes-
sion as voluntary, and hence as properly admitted into
evidence, when it resulted from a high-pressure than a
low-pressure interrogation (29% vs. 84%, respectively).
Paralleling past research on mock juries, however, even the
high-pressure confession significantly increased guilty ver-
dicts. Figure 1 shows that conviction rates were uniformly
high across cells in the strong evidence condition. But in
the weak evidence condition, which produced a mere 17%
conviction rate absent a confession, a significant increase in
conviction rate was produced not only by the low-pressure
confession (96%) but by the high-pressure confession as
well (69%). As with lay juries, judges see confession as
such powerful evidence that they do not discount it when it
is legally and logically appropriate to do so.

The Common Sense of Confessions
The tendency to believe confessions begins with the fact
that people reflexively accept what is presented to them. In
an article titled “How Mental Systems Believe,” Gilbert
(1991) distinguished between two Western philosophical
views on the acquisition of beliefs. René Descartes (1644/
1984) opined that people are neutral in their reactions to
new assertions—first acquiring and comprehending an idea
and then accepting it or not if justified, say, by logic or
extrinsic evidence. In contrast, Benedict Spinoza (1677/
1982) argued that people automatically and inevitably ac-
cept as true every assertion they hear—and must then, later,
correct for that belief if it proves not to be credible. Cre-

dulity, acceptance, and belief thus precede skepticism,
doubt, and disbelief. Describing this latter view, William
James (1890) noted, “All propositions, whether attributive
or existential, are believed through the very fact of being
conceived” (p. 290).

The myth that legal decision makers can be trusted to
disbelieve false confessions and serve as a safety net for
innocent confessors is debunked by a number of basic
tendencies and shortcomings of social perception. To begin
with, there is empirical support for Gilbert’s (1991) argu-
ment “that people are Spinozan systems that, when faced
with shortages of time, energy, or conclusive evidence,
may fail to unaccept the ideas that they involuntarily accept
during comprehension” (p. 115). In one study, for example,
research participants read a crime report that contained
information indicating that the crime was high or low in
severity. That information was explicitly tagged as false
upon presentation, yet it led participants to administer
harsher or more lenient sentences, respectively, to the de-
fendant (Gilbert, Tafarodi, & Malone, 1993). In a second
study, participants who read a short story they knew to be
fictional—like a novel, movie, or television show—later
incorporated elements of that story into their beliefs about
the real world (Gerrig & Prentice, 1991).

This tendency for people to accept what they see and
hear at face value manifests itself in two confession-rele-
vant literatures. In one area, researchers have consistently
observed that people are notoriously gullible, exhibiting a
truth bias that contributes to poor performance at detecting
deception (Bond & DePaulo, 2006; Levine, Park, &

Figure 1
Percentage of Judges Who Voted Guilty When the
Case Was Strong or Weak and When It Contained a
High- or Low-Pressure Confession—or None at All

Note. Adapted from “Harmless Error Analysis: How Do Judges Respond to
Confession Errors?” by D. B. Wallace & S. M. Kassin, 2012, Law and Human
Behavior, 36, p. 155. Copyright 2011 by the American Psychological
Association.
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McCornack, 1999). It appears that neither laypeople nor
professionals distinguish truths from lies at high levels of
accuracy, even in high-stakes forensic domains (Hartwig &
Bond, 2011; Vrij, 2008; Vrij et al., 2010). This problem can
be seen in people’s inability to identify false confessions.
Kassin, Meissner, and Norwick (2005) videotaped male
prison inmates as they gave true confessions for their
crimes and concocted false confessions to crimes they did
not commit. Neither college students nor police investiga-
tors were adept at distinguishing true from false confes-
sions. This finding was later replicated for judgments of
juvenile suspects (Honts, Kassin, & Forrest, 2009).

The tendency to accept self-report and other behavior
at face value is also evident in the domain of attribution.
Over a wide range of contexts, research has shown that
social perceivers routinely commit the fundamental attri-
bution error, or correspondence bias—that is, they tend to
make dispositional attributions for other people’s actions
while underestimating the role of situational factors (Gil-
bert & Malone, 1995; Jones, 1990; Ross, 1977). Hence,
although people recognize the coerciveness of certain in-
terrogation tactics, they do not perceive an accompanying
risk of false confessions or the dispositional and situational
factors that would increase it (Henkel et al., 2008; Leo &
Liu, 2009).

The common sense of confession is particularly prob-
lematic for the innocent confessor. In addition to the Spi-
nozan tendency for people to believe what they see and
hear from others, people have a strong tendency in attribu-
tion—as noted by Heider (1958), Jones and Davis (1965),
and other attribution theorists—to especially trust state-
ments against self-interest. This principle of intuitive attri-
butional logic is embedded in the Federal Rules of Evi-
dence (FRE) that prohibit hearsay, a secondhand statement
that a witness heard about from someone else and did not
perceive directly. In general, hearsay is inadmissible be-
cause it cannot be trusted. There are, however, notable
exceptions to the hearsay rule. FRE 804-b-3 states that
“declarations against interest” (i.e., statements that would
expose a declarant to criminal or civil liability) are admis-
sible as an exception to the hearsay rule on the assumption
that such statements in particular can be trusted. Illustrating
use of this principle of self-interest, research shows that
people are far more likely to believe a suspect’s admissions
of guilt than his or her denials (Levine, Kim, & Blair,
2010).

APA’s Amicus Curiae Briefs on Confessions
The impulse to trust confessions, almost regardless of the
circumstances under which they are taken or regardless of
exculpatory evidence, can be seen in the way U.S. courts
often react to defendants convicted by confession. This
point is illustrated by two cases in which APA submitted
amicus curiae briefs on behalf of convicted confessors—
first, on the question of whether they should be eligible, as
others are, for DNA testing to establish factual innocence;
and second, on the question of whether, if exonerated, they
are eligible, along with others who are wrongfully con-
victed, to receive compensation from the state.

Wright v. Commonwealth of Pennsylvania (see http://
www.apa.org/about/offices/ogc/amicus/wright.aspx) con-
cerned the case of Anthony Wright, who was convicted in
1993 of rape and murder on the basis of a confession ruled
voluntary and admitted at his trial. Along with many other
states, Pennsylvania recently passed a law to ensure a
prisoner’s right to postconviction DNA testing to establish
factual innocence. Wright was denied that right, however,
because state courts ruled that if a defendant had confessed,
then he or she was later barred from asserting innocence in
a request for DNA testing. On November 13, 2008, APA
submitted an amicus curiae brief stating that innocent peo-
ple can be induced to confess through processes of inter-
rogation and that Wright’s confession, even if voluntary by
law, should not bar his consideration for postconviction
DNA testing. In February of 2011, the Supreme Court of
Pennsylvania agreed and overruled the lower courts.

In Warney v. State of New York (http://www.apa.org/
about/offices/ogc/amicus/warney.aspx), Doug Warney—a
man with mental retardation and AIDS-related dementia—
had been convicted of murder on the basis of a richly
detailed false confession produced after hours of interro-
gation. After serving a nine-year prison term, he was ex-
onerated by DNA testing. When Warney sought repara-
tions, as provided by the state’s compensation statute,
however, the court ruled that he was ineligible because his
conviction resulted from his “own conduct”—which is to
say, the false confession. On July 9, 2010, APA filed an
amicus brief supporting Warney’s petition that false con-
fession should not bar a wrongfully convicted person from
recovery under the Unjust Conviction Act. In March 2011,
the New York State Court of Appeals unanimously decided
in Warney’s favor.

In still other briefs, APA has weighed in to note that
judges and juries have difficulty assessing confession evi-
dence, that the phenomenon of false confession is counter-
intuitive, and that psychological experts should be permit-
ted to testify at trial because their testimony would draw
from generally accepted research and would assist the trier
of fact (Rivera v. Illinois, July 12, 2010, http://www.apa
.org/about/offices/ogc/amicus/rivera.aspx; Michigan v.
Kowalski, September 1, 2011, http://www.apa.org/about/
offices/ogc/amicus/kowalski.aspx).

Confessions as Hollywood Productions
Analyses of actual cases suggest that police-induced false
confessions pose a particular challenge to judges and juries
because they often contain not only an admission of guilt
but a full narrative replete with content cues commonly
associated with truth telling and guilty knowledge. In an
examination of 38 false confessions derived from the In-
nocence Project’s DNA exoneration case files, Garrett
(2010) found that 36 contained accurate crime details. In
fact, most contained nonpublic information that became a
centerpiece of their prosecution—information, according to
detectives who testified, that only the perpetrator could
have known. As these confessors were factually innocent
and had no firsthand basis for guilty knowledge, it appears
that police had communicated these details, inadvertently
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or purposefully—through leading questions and assertions,
exposure to photographs, or escorted visits to the crime
scene.

To further complicate matters, many false confessions
contain vivid details of what the suspect allegedly did, how,
why, and with what effects. In a content analysis of 20 false
confessions, Appleby, Hasel, and Kassin (2011) found that
all the statements contained visual and auditory details
about the crime and how it was committed, about the time
and location, and about the victim—his or her physical
appearance and behavior before, during, and after the
crime. Overall, most statements referenced co-perpetrators,
witnesses, and other actors; most described a motive (e.g.,
jealousy, revenge) and a minimization theme that justified,
excused, mitigated, or externalized blame (e.g., claiming
the crime was spontaneous or accidental; blaming alcohol,
peer pressure, or provocation). Still others contained ex-
plicit assertions that the confession was voluntary, “illus-
trators” (e.g., a hand drawn map or a physical reenactment),
deliberately inserted errors that were corrected by the con-
fessor, expressions of remorse, and outright apologies.
These results appear in Table 1. Not surprisingly, a fol-
low-up mock jury study showed that elaborate narrative
confessions in which the defendant recounted how and why
he or she committed the crime increased confidence in
guilty verdicts.

The case of DNA-exonerated confessor Barry Laugh-
man illustrates the richness of these narratives. Laugh-
man’s false confession contained facts about the crime that
were verifiable, strikingly accurate, and not in the public

domain. Despite Laughman’s innocence, his statement re-
vealed where the victim was found and in what position,
that a window was open, that she was vaginally raped, that
she had suffocated on pills, that she was hit in the head and
grabbed by the wrists, and that a handful of cigarette butts
had been strewn throughout the house. His confession also
contained descriptions of a coverup, statements of motiva-
tion for both the rape and the murder, and gratuitous
expressions of shame—all of which served to mislead a
judge and jury (Garrett, 2010; http://www.innocenceproject
.org).

Reflecting the layperson’s bias toward making dispo-
sitional attributions for behavior, numerous wrongful con-
viction cases suggest that narrative confessions can be so
powerful as to overwhelm contradictory forensic evidence.
In the case of Amanda Knox described earlier, the prose-
cutor theorized in the wake of her coerced confession that
Knox was motivated by money or personal envy of her
British roommate. Two weeks later, the rapist whose DNA
was found in sperm and other biological matter at the crime
scene was apprehended. Yet rather than reconsider Knox’s
confession in light of this contradictory evidence, the pros-
ecutor spun a new and wholly unsupported theory of the
crime: that the rapist, Knox, and her boyfriend had come
together and killed the victim as part of a satanic sex game
(at trial, he redacted the satanic part but still referred to
Knox as a “she-devil”).

In matters of proof, one would expect that people in
general would trust science over self-report. In the court-
room, however, confessions often trump exculpatory DNA
evidence. In the infamous Central Park jogger case, for
example, five boys were convicted of rape on the basis of
their confessions even though all were excluded by the
DNA found on the victim. At trial, the prosecutor argued
that the results proved only that the defendants failed to
ejaculate and that an unknown sixth accomplice was pres-
ent (Burns, 2011). In a series of studies, Appleby and
Kassin (2011) tested the counterintuitive hypothesis that
confession trumps DNA. They found that people con-
fronted with a confession and exculpatory DNA evidence
seldom voted for conviction, even when the confession
conveyed details about the crime. But when the prosecutor
offered an explanatory theory to reconcile the contradiction
(e.g., the defendant failed to ejaculate and the semen re-
flected a prior consensual sex act or an unnamed accom-
plice), the conviction rate increased significantly—from
10% to 33% in a study of college students, and from 14%
to 45% in a study of community adults.

Confessions Corrupt Other Evidence

Precisely because confession evidence is highly trusted as
a matter of logic and common sense, it often provides a
sufficient basis for jury convictions. However, basic re-
search in social cognition suggests the possibility of a
second, more troubling mechanism by which confessions
exert influence: by tainting the perceptions of eyewitnesses,
forensic experts, and others entrusted to provide indepen-
dent other evidence to a judge and jury.

Table 1
Content Analysis of 20 False Confessions:
Percentages Containing Various Details

Contents Frequency

Time and place
Time of day 100%
Location and space 100%
Visual crime detail 100%
Illustrators 45%

The victim
Victim’s behavior 100%
Victim’s words and utterances 80%
Victim’s physical appearance 75%
Victim’s mental state 45%

Self-reflections
Cognitive/affective inner states 85%
Motives for the crime 80%
Minimization themes 60%
Statement of voluntariness 50%
Expressions of remorse 40%
Explicit apologies 25%

Note. Adapted from “Police-Induced Confessions: An Empirical Analysis of
Their Content and Impact’ by S. C. Appleby, L. E. Hasel, and S. M. Kassin,
2011, Psychology, Crime & Law. Advance online publication, pp. 5–6. Copy-
right 2011 by Taylor & Francis.
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Over the years, psychological research across a range
of domains has revealed that top-down influences inform
human judgment. Classic studies showed that prior expo-
sure to images of a face or a body, an animal or a human,
or letters or numbers can bias what people perceive in an
ambiguous figure (Bruner & Minturn, 1955; Bugelski &
Alampay, 1961; Fisher, 1968; Leeper, 1935). Similarly,
people detect more resemblance between an adult and a
child when led to believe that the two are parent and
offspring (Bressan & Dal Martello, 2002); they perceive
more similarity between a suspect and a facial composite
when led to believe the suspect is guilty (Charman, Greg-
ory, & Carlucci, 2009); and they hear more incrimination in
degraded recordings of speech when led to believe that the
interviewee was a criminal suspect (Lange, Thomas, Dana,
& Dawes, 2011).

The literature on the primacy of first impressions
further illustrates that prior beliefs can bias the interpreta-
tion of evidence (Asch, 1946). Depending on one’s first
impression of a person, the word proud can mean self-
respecting or conceited; critical can mean astute or picky;
and impulsive can mean spontaneous or reckless (Hamilton
& Zanna, 1974; Watkins & Peynircioglu, 1984). Because
of the operation of ubiquitous confirmation biases, the
presence of objective evidence may even exacerbate the
effects of preexisting beliefs (Nickerson, 1998). When sub-
jects were asked to evaluate the academic potential of a
schoolgirl from a high or low socioeconomic status back-
ground, those who observed her taking a test in which she
answered some questions correctly but not others exhibited
a greater stereotype effect than those who did not see her
test-taking performance. Rather than extinguish the effect
of the stereotype, the objective behavioral evidence rein-
forced it (Darley & Gross, 1983).

Recent research suggests that confessions may trigger
the same types of confirmation processes in the high-stakes
venue of the criminal justice system. In one study, Elaad,
Ginton, and Ben-Shakhar (1994) asked polygraph examin-
ers from the Israeli Police Force to evaluate and interpret
charts previously deemed inconclusive. Some examiners,
but not others, were told that the suspect had ultimately
confessed. Results showed that those in the confession
condition rated the charts as significantly more deceptive
than those in the control condition (similar results were not
obtained on charts that were conclusive). In a second study,
Dror and Charlton (2006) presented five latent fingerprint
experts with pairs of prints from a crime scene and a
suspect in an actual case in which they had previously
made a match or exclusion judgment. The prints were
accompanied either by no extraneous information; by an
instruction that the suspect had confessed, suggesting a
match; or by an instruction that the suspect was in custody
at the time, suggesting exclusion. The misinformation in
the two biasing conditions produced an overall change in
17% of the original, previously correct judgments—a find-
ing that may well extend to visual similarity judgments in
other forensic science domains such as ballistics; hair and
fiber analysis; bite marks; impression evidence involving
shoeprints, bite marks, tire tracks, and handwriting; and

bloodstain pattern analysis (Dror & Cole, 2010). Even the
interpretation of complex DNA mixtures may require judg-
ment that is subject to bias (Dror & Hampikian, 2011).

Confessions may also influence the testimony of lay
witnesses. Hasel and Kassin (2009) staged a theft and
asked for photographic identification decisions from wit-
nesses using a lineup that did not contain the culprit. Two
days later, individual witnesses were told that the person
they had identified denied guilt during a subsequent inter-
rogation, or that he confessed, or that a specific other lineup
member confessed. Among those who had made a selection
but were told that another lineup member confessed, 61%
changed their identifications—and did so with confidence.
Among those who had correctly not made an initial iden-
tification, 50% went on to select the confessor.

The criminal justice system presumes the indepen-
dence of different types of evidence. But does this pre-
sumption characterize the realities of criminal investiga-
tion? The basic and forensic psychology research described
above suggests the possibility that confessions have the
power to corrupt other evidence, further enhancing its
impact on judges and juries. To determine if this phenom-
enon, amply demonstrated in the laboratory, also occurs in
actual cases, Kassin, Bogart, and Kerner (2012) conducted
an archival analysis of DNA exonerations from the Inno-
cence Project case files. To test the “corruptive confes-
sions” hypothesis, they compared the number and kind of
errors made in wrongful conviction cases containing a false
confession with those in which there was no confession.
This analysis indicated that additional errors were present
in 78% of false confession cases; that false confessions
were often accompanied, in order of frequency, by invalid
or improper forensic science (63%), by mistaken eyewit-
ness identifications (29%) and by untruthful snitches or
informants (19%); and that in 65% of confession cases that
contained multiple errors, the confession was obtained first
rather than later in the investigation. Of particular interest
to psychologists is that the most common problem in DNA-
based wrongful convictions is the eyewitness identification
error, which was present in 75% of cases in the Innocence
Project sample. Using this latter subsample as a point of
comparison, Kassin et al. (2012) compared eyewitness and
confession cases and found that the latter contained more
additional errors overall, more forensic science errors, and
more informant errors (see Table 2).

It is interesting that the most common means of cor-
roboration for false confessions comes from bad forensic
science, which was present in nearly two thirds of these
cases. As a result of improprieties in crime laboratories
across the country and the alarming frequency with which
errors have surfaced in wrongful convictions, the National
Academy of Sciences (2009) recently published a highly
critical assessment of a broad range of forensic disciplines
such as those involving ballistics, hair and fiber analysis,
impression evidence, handwriting, and even fingerprints.
The National Academy of Sciences concluded that there
are problems with standardization, reliability, accuracy,
and error and that there is the potential for contextual bias.
In an article on “The Genetics of Innocence,” Hampikian,
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West, and Akselrod (2011) found that invalid forensic
science testimony was found in DNA exonerations in areas
as highly regarded as serology (38%), hair comparison
(22%), and even fingerprint comparison (2%). Clearly, the
presence of a confession and the perception of guilt thus
formed constitute the kind of strong contextual bias that
can skew expert judgments in these domains.

One out of five false confession cases contained tes-
timony from a jailhouse snitch or other type of incentivized
informant claiming to have overheard the defendant con-
fess. Snitching is a commonplace, clandestine, and insuf-
ficiently regulated “dirty little secret” in the criminal justice
system (Natapoff, 2009). In the first documented wrongful
conviction case in U.S. history, in 1819, two brothers in
Vermont were convicted and sentenced to death for murder
when a cellmate testified that one of the brothers had
confessed to him. For his testimony, the snitch was
freed—as were the brothers when the alleged victim turned
up alive in New Jersey (Warden, 2004). Recent research
confirms the fear arising from this practice: In a series of
studies, incentives increased the rate at which participants
falsely alleged that their lab partner had confessed to caus-
ing the experimenter’s computer to crash (Swanner &
Beike, 2010; Swanner et al., 2010).

The bias set into motion by confession is not a mere
laboratory phenomenon—and it can have grave conse-
quences. In the Barry Laughman case described earlier, the
defendant confessed to rape and murder during an unre-
corded interrogation. The next day, serology tests showed
that Laughman had Type B blood; yet the semen recovered
from the victim was from a Type A secretor. Aware that
Laughman had confessed, the state forensic chemist went
on to propose four “novel” theories, none grounded in
science, to explain away the mismatch. On the basis of his
confession, Laughman was wrongfully convicted and im-
prisoned for 16 years (see http://www.innocenceprojec-
t.org/Content/Barry_Laughman). Another egregious in-
stance occurred in the 2004 trial of Tyler Edmonds in
Mississippi. In that case, 13-year-old Edmonds confessed
that he had physically assisted his older sister in shooting
her husband. Supporting what had become a hotly con-
tested confession, the state pathologist who conducted the
autopsy on the victim testified that the gunshot wound
suggested a bullet fired by two persons pulling the trigger
simultaneously. Highly critical of this expert’s unfounded

opinion, the Mississippi Supreme Court overturned the
conviction (Tyler Edmonds v. State of Mississippi, 2007).
Edmonds was then retried and acquitted.

The studies described thus far have shown that con-
fessions can spawn other incriminating evidence, creating
an illusion of corroboration. It is important to note, how-
ever, that this effect may underestimate the problem in two
ways. First, just as confessions can taint other evidence,
other evidence can taint confessions as well. Indeed, there
are numerous studies as well as anecdotal support for the
proposition that innocent people can be induced to confess
by the true or false presentation of an eyewitness, a failed
polygraph, or other incriminating evidence (Gudjonsson &
Pearse, 2011; Kassin et al., 2010; Kassin & Kiechel, 1996).
Second, there may be instances where false confessions
also serve to suppress exculpatory evidence. At present,
only anecdotal data are available on this point. In the
Laughman case, two witnesses approached police to insist
that they had seen the victim alive after the confessed
murder was alleged to have occurred. Yet police sent the
witnesses home, telling them “You must have seen a
ghost.” In a second case, DNA exoneree John Kogut named
several alibi witnesses he was with on the night of the
murder of which he was accused. Research shows that it is
not easy for people to generate and validate accurate alibis
for a specific time and place (Olson & Charman, 2011). Yet
Kogut managed to do so. Initially, his alibi witnesses
confirmed his whereabouts. They later withdrew their sup-
port, however, once informed that he had confessed. Sys-
tematic research is needed to test this phenomenon and the
conditions under which exculpatory evidence is suppressed
by confession.

Do False Confessions Corrupt the
Truth-Seeking Process?
In addition to corrupting the evidence upon which fact finders
render judgments of guilt, confessions may also adversely
affect the truth-seeking process by which justice is adminis-
tered. Confession evidence is highly and uniquely polarizing
when it reaches the courts. On the one hand, confessions have
long been considered a gold standard in evidence. In the
words of one legal scholar, “The introduction of a confession
makes the other aspects of a trial in court superfluous” (Mc-
Cormick, 1972, p. 316). On the other hand, the confessions
presented at trial are those that defendants have invariably

Table 2
Percentages of “Other Evidence” Errors in DNA Exoneration Cases That Contained Either a False Confession or
a Mistaken Eyewitness

Case error Forensic-science error Informant error No other errors

False confessions (N � 42) 67 24 31
Mistaken eyewitnesses (N � 163) 45 6 52

Note. Within each column, the percentages are significantly different at p � .05. Adapted from “Confessions That Corrupt: Evidence From the DNA Exoneration
Case Files” by S. M. Kassin, D. Bogart, and J. Kerner, 2012, Psychological Science, 23, p. 43. Copyright 2012 by Association for Psychological Science.
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retracted, typically accompanied by the contentious claim that
they were coerced by police.

In light of the power of confessions, one wonders if
defense lawyers in such cases feel pessimistic if not outright
helpless, encouraging their clients to plead guilty and allocat-
ing relatively few of their precious resources to discovery and
trial. “War stories” from proven false confession cases pro-
vide an anecdotal basis for this hypothesis. In addition, one
wonders if defense claims of police coercion and contamina-
tion, which challenge the centerpiece of the government’s
case, lead some prosecutors to redouble efforts to procure
other forms of incriminating proof, even if questionable in
credibility. Once again, a number of proven false confession
cases provide an anecdotal basis for this possibility.

To test the hypothesis that confessions corrupt the
truth-seeking process, Kassin and Kukucka (2012) con-
ducted an archival analysis of the first 273 DNA exonera-
tion cases from the Innocence Project files, the total num-
ber as of September 2011. They compared false confession
cases with cases in which there was no confession on
instances of “bad lawyering” and “government miscon-
duct” as classified on a per-case basis by the Innocence
Project. Consistent with predictions, false confession cases
were more likely to involve bad defense lawyering than
were nonconfession cases (9.09% vs. 3.38%) and some-
what more likely to involve government misconduct
(21.21% vs. 15.46%). Combined, these differences suggest
that confession cases skew the adversarial process in ways
that are detrimental to the defense. These archival findings
are preliminary, not conclusive, and the associations found
do not uncover the causal nexus between confessions to
police and the subsequent behavior of counsel. The impli-
cations, however, are sobering. At this point, more research
is needed to retest the hypothesis using surveys, interviews,
and experimental methodologies.

Perhaps an even more dramatic effect on process
concerns the possibility that false confessions undermine a
defendant’s opportunity to get his or her proverbial day in
court. Using the Innocence Project database, Redlich
(2010) found that exonerees who had falsely confessed
were four times more likely to plead guilty than were those
in the same population who had not confessed. Although
based on a small number of guilty pleas, this pattern has
continued. Out of 289 DNA exonerations posted by the
Innocence Project (E. West, personal communication,
March 30, 2012), false confession cases were significantly
more likely to be resolved by a guilty plea (25.97%) than
were nonconfession cases (3.78%). This difference sug-
gests that many innocents who confess ultimately surrender
rather than assert a defense. This is no small matter. Plead-
ing guilty preempts the safeguards inherent in a trial by
jury—a process in which a defendant is presumed innocent,
the burden is on the state to prove guilt beyond a reasonable
doubt, and accusing witnesses can be cross-examined.
Pleading guilty also makes it more difficult later for a
defendant to gain postconviction scrutiny and assert factual
innocence.

Implications for Law, Justice, and
Wrongful Convictions
The literature on wrongful convictions, buttressed by re-
search on the dispositional and situational causes of false
confessions, has inspired various calls for systemic reform.
In particular, research has compelled the conclusion that
the video recording of entire interrogations is a necessary
safeguard—indeed, it is the primary recommendation in the
recent American Psychology-Law Society White Paper
(Kassin et al., 2010). Other recommendations have focused
on the protection of vulnerable suspect populations (e.g., a
requirement that minors be accompanied by a professional
advocate, preferably an attorney) and the reform of certain
police interrogation practices (e.g., a ban on the false
evidence ploy and limits on the use of minimization themes
that communicate leniency). As noted earlier, APA has
recently weighed in on other matters pertaining to expert
testimony, DNA testing, and eligibility for compensation.

Pretrial Corroboration Requirements

The research described in this article has far-reaching im-
plications for criminal law and the safety nets designed to
prevent miscarriages of justice. In particular, corroboration
requirements are deeply rooted. In a pretrial rule founded in
common law in England, many states require that confes-
sions be corroborated as a precondition for admissibility.
The rule was designed to prevent false confessions, to
incentivize police to continue to investigate a case after
obtaining a confession, and to safeguard against the ten-
dency of juries to view confessions as dispositive of guilt
regardless of the circumstances under which they were
obtained (Ayling, 1984).

According to John Reid and Associates, a Chicago-
based firm that has trained over half a million professional
interrogators over the past 65 years, there are three means
of corroborating a confession (Inbau et al., 2013). The
weakest is rational corroboration, in which the suspect
recounts “a detailed description of how the crime was
committed, why it was committed, and perhaps how the
suspect felt after committing the crime” (Inbau et al., 2013,
pp. 356–357). The second means of support is dependent
corroboration, which comes from proof of a suspect’s
guilty knowledge and ability to produce facts that were
purposely withheld from all suspects and the media. The
third and strongest is independent corroboration, which
comes from extrinsic evidence consistent with (e.g., an
eyewitness) or, better yet, generated by the confession
(e.g., the location of the murder weapon or stolen property).

In principle, a corroboration requirement designed to
ensure that only trustworthy confessions are used at trial
represents an important potential safeguard. But the re-
search cited in this article casts serious doubt as to the
diagnosticity of these measures. It now appears that most
police-induced false confessions within the database of
DNA exonerations contain details about the crime that
were allegedly withheld from suspects, thereby suggesting
that the confessor had guilty knowledge and providing false
dependent corroboration (Garrett, 2010). In these instances,
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it is now clear that information was purposefully or unwit-
tingly communicated to innocent suspects through the pro-
cess of interrogation (Inbau et al., 2013). Most false con-
fessions also contain elements of rational corroboration in
the form of crime details on how, why, and with what effect
the crime was committed, often including apologies and
expressions of remorse (Appleby et al., 2011). Studies also
now show that confessions, once taken, can corrupt lay
witnesses and forensic experts, thus fostering an illusion of
independent corroboration as well (Kassin et al., 2012).

The “Harmless Error” Analysis
Corroboration is also vitally important at the appellate
level. In Arizona v. Fulminante (1991), the U.S. Supreme
Court ruled that an erroneously admitted confession does
not, as in the past, automatically entitle a convicted defen-
dant to a new trial. Invoking the principle of “harmless
error,” the Court ruled that appeals courts reviewing dis-
puted confession cases must determine, first, if a trial error
occurred and, second, if that error was prejudicial or harm-
less (for a history of the harmless error rule, see Bilaisis,
1983). Operationally, the Court stated that even if a con-
fession was coercive and its admission at trial erroneous,
the conviction could be maintained if other evidence was so
compelling that the jury would still have found the defen-
dant guilty beyond a reasonable doubt.

Over the years, several legal scholars have criticized
Fulminante on constitutional grounds, out of fear that it
will encourage coercive methods of police interrogation,
and on the argument that appeals court judges are ill-
equipped by intuition, due in part to hindsight biases, to
objectively estimate the strength of a prosecutor’s case and
the cumulative or “harmless” nature of the confession in
dispute. Skepticism is justified on the question of whether
appeals court judges can perform this retrospective analysis
to determine how a jury would have voted in the absence of
the known confession. In a study described earlier, Wallace
and Kassin (2012) presented judges with a case summary in
which the state’s evidence was strong or weak and that was
accompanied by a high- or low-pressure confession or none
at all. The judges, like mock juries, voted to convict the
confessor even in the high-pressure condition they deemed
coercive. On the harmless error question, however, these
same judges reacted in the prescribed manner: They deter-
mined both that the admission at trial of the high-pressure
confession was erroneous and that the error was prejudicial
in its effect on the jury when the totality of other evidence
did not form a sufficient basis for conviction.

It appears that judges appreciate how juries are im-
pacted by confessions. However, a serious problem still
lurks: The harmless error doctrine—that an erroneously
admitted confession can prove harmless when other evi-
dence is sufficient to support a jury’s conviction—rests on
the core assumption that the alleged other evidence is
independent of that confession. Indeed, according to Gar-
rett (2010), appellate courts that conducted postconviction
reviews of several confessors who were later exonerated
had affirmed the convictions by citing the “overwhelming
nature of the evidence against them and describing in detail

the nonpublic and ‘fully corroborative’ facts they each
reportedly volunteered” (p. 1107).

In light of studies showing that confessions can taint
the judgments of polygraph examiners, latent fingerprint
experts, eyewitnesses, and others, and the archival analysis
of DNA exonerations indicating that many proven false
confessions are accompanied by other subsequently col-
lected evidentiary errors, doubt has been cast over that
assumption of independence. It now appears that although
a confession can be “subtracted” from the trial record, its
influence persists. The courts must therefore consider the
proposition that confessions they perceive to have been
coerced and erroneously admitted corrupt the very evi-
dence later used to make the confessions appear cumulative
and hence harmless. The result: a perception of corrobora-
tion that is more illusory than real.

The Supreme Court’s Fulminante opinion may be
flawed on a second front. In reversing the past practice of
automatically reversing convictions in which a coerced
confession was admitted at trial, the Court asserted that
confessions should not be treated differently from other
evidence—that such errors do not constitute a “structural
defect” in a defendant’s ability to get a fair trial (e.g., akin
to a lack of competent counsel, government misconduct, or
an impartial judge). Although more data are needed to
address this claim, recent analyses suggest that such defects
are more likely to be found in wrongful convictions in
which false confessions were in evidence than in noncon-
fession cases.

Corroboration Inflation
Taken together, research suggests that judges, juries, and
others are doomed to believe the false confessions of in-
nocent people not only because the phenomenon strongly
violates common sense but because of corroboration in-
flation—a tendency for confessions to produce an illusion
of support from other evidence. This appearance of support
can come from the details of the confession statement itself
in the form of dependent and rational corroboration, offer-
ing “proof” of the confessor’s guilty knowledge—and it
can also come from extrinsic evidence from lay and expert
witnesses whose judgments were tainted by the confession.
In both cases, the net effect is to weaken the safeguards
designed to protect the accused confessor at the pretrial,
trial, and appellate levels.

There are three important points to note about corrob-
oration inflation and its potential to increase the risk of
wrongful conviction. First, there is more than one mecha-
nism by which a confession may influence other evidence.
One possibility is that subsequent judgments are inadver-
tently tainted by mere knowledge of the confession and the
cognitive confirmation biases resulting from that knowl-
edge (for a review of research on confirmation biases, see
Nickerson, 1998; for a review of “tunnel vision” in crim-
inal justice, see Findley & Scott, 2006). A second possi-
bility is that knowledge of the confession and the presump-
tion of guilt it creates increase the motivation of lay
witnesses and experts to help police and prosecutors im-
plicate the suspect. Just as people tend to see what they
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expect to see, recent studies indicate that people also see
what they want to see (Ask & Granhag, 2007; Balcetis &
Dunning, 2006). A third possibility is that the confession
effect occurs because of biases by police seeking to procure
support for their previously taken and recanted confession.
This process is suggested by research showing that non-
blind mock investigators often lead witnesses, albeit inad-
vertently, to falsely identify their suspect (Greathouse &
Kovera, 2009). All these mechanisms are plausible. With-
out making subjective judgments about the mental states of
police and witnesses, however, it may not be possible to
tease apart these various sources of the effect in actual
cases.

A second point about corroboration inflation is that
confession is not the only form of evidence persuasive
enough to produce false support in these ways. Beginning
with the first wave of DNA exonerations, it has been clear
that eyewitness mistakes constitute the most common prob-
lem in wrongful convictions (Brewer & Wells, 2011;
Wells, Memon, & Penrod, 2006;Wells et al., 1998). In fact,
many wrongful convictions contain two or more mistaken
eyewitnesses who express high levels of certainty in their
identifications. These multiple errors can occur indepen-
dently when the suspect physically resembles the perpetra-
tor—as in the mistaken identification of Ronald Cotton by
Jennifer Thompson (Thompson-Cannino, Cotton, & Tor-
neo, 2009). In some instances, however, eyewitnesses may
influence one another, as demonstrated in numerous studies
(Gabbert, Memon, & Allan, 2003; Shaw, Garven, & Wood,
1997; Skagerberg, 2007). To further complicate matters,
eyewitnesses who have been tainted by extrinsic informa-
tion cannot accurately estimate the extent of the influence,
which suggests that self-report cannot be used to diagnose
the corruption once it has occurred (Charman & Wells,
2008).

Third, it is important to realize that not all evidence is
equally malleable or subject to corroboration inflation. Par-
alleling classic research indicating that expectations can
color judgments of people, objects, and other stimuli that
are ambiguous as opposed to those that compel a particular
perception, forensic research indicates that ambiguity is a
moderating condition. Asked to report on an event or make
an identification decision on the basis of a memory trace
that cannot be recovered, eyewitnesses are particularly
malleable when confronted with evidence of a confession
(Hasel & Kassin, 2009). This phenomenon was illustrated
in the case against Amanda Knox. When police first inter-
viewed Knox’s British roommates, not one reported that
there was bad blood between Knox and the victim. After
Knox’s highly publicized confession, however, the girls
brought forth new “memories,” telling police that Kercher
was uncomfortable with Knox and the boys she would
bring home (Burleigh, 2011).

Prior expectations can also bias interpretations of sen-
sory stimuli such as auditory speech—but only when the
recordings are degraded in quality and the stimuli are
phonologically ambiguous, such as the words gum and gun
(Lange et al., 2011). The same is true of the judgments of
polygraph examiners—again, when the physiological test

data are ambiguous, not when they contain physiological
arousal patterns strongly indicative of truth or deception
(Elaad et al., 1994). Within the forensic domains critiqued
by the National Academy of Sciences (2009), the potential
for confession-induced corroboration inflation is real, more
so than previously imagined. In an article titled “The Vi-
sion in ‘Blind’ Justice,” Dror and Cole (2010) noted that
many forensic judgments involve matching a visual pattern
left at a crime scene with a sample taken from a suspect
(e.g., shoe prints, tool marks, bite marks, tire marks, hand-
writing, ballistics). The prototype is fingerprint identifica-
tion, a forensic “science” long considered nearly perfect
(Cole, 2001). Yet no two fingerprint impressions are iden-
tical even if lifted from the same source and finger because
of variations in skin elasticity, the amount of pressure
applied, the material on which the print was left, and other
variables. And in real life, most fingerprints are partial and
distorted, called latent prints. Dror and Charlton (2006)
thus found that evidence of a confession led fingerprint
experts to alter some judgments they had previously made.
As illustrated in the two-trial ordeal of Amanda Knox and
Rafaelle Solecito—where court-appointed DNA experts at
her second trial flatly contradicted the original results (Po-
voledo, 2011)—even DNA testing, considered the best of
the forensic sciences, is subject to judgment bias when
samples are too small or when complex mixtures are ana-
lyzed (Dror & Hampikian, 2011).

Conclusion
There are two problems with false confessions. The first is
that certain suspect characteristics and police practices can
conspire to induce innocent people to confess to crimes
they did not commit. The second problem is that false
confessions, once taken, arouse a strong inference of guilt,
thereby unleashing a chain of confirmation biases that
make the consequences difficult to overcome despite inno-
cence.

Supported by 100 plus years of basic psychology and
the research reviewed herein, confession-induced corrobo-
ration inflation challenges a core premise in law. Both
pretrial corroboration requirements and a harmless error
analysis on appeal rest on the assumption that the corrob-
orating evidence on record is nonredundant and indepen-
dent of the confession. It now appears that this assumption
is often incorrect, that the other evidence may be tainted by
confession, and that the appearances of corroboration at
pretrial and the sufficiency of evidence on appeal may be
more illusory than real. Going forward, this conclusion has
important implications for how criminal investigations are
conducted (e.g., use of procedures designed to ensure that
lay and expert witnesses are “blind” as to whether the
suspect has confessed) and how the evidence, once gath-
ered, is later evaluated in the courts (e.g., probing for the
possibility of contamination across items of evidence that
are allegedly independent and corroborative).

In recent years, psychologists have been critical of the
problems with accuracy, error, subjectivity, and bias in
various types of criminal evidence—prominently including
eyewitness identification procedures, police interrogation
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practices, and the so-called forensic identification sciences,
all leading Saks and Koehler (2005) to predict a “coming
paradigm shift.” With regard to confessions, it now appears
that this shift should encompass not only reforms that serve
to minimize the risk of false confessions but measures
designed to minimize the rippling consequences of those
confessions—as in the case of Amanda Knox and others
who are wrongfully convicted.
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Corrections and Updates to Kassin (2012)

In the article “Why Confessions Trump Innocence,” by Saul M. Kassin (American Psychologist,
Vol. 67, No. 6, pp. 431–445, this issue; published Online First April 30, 2012), minor corrections
should be made in the description of the Amanda Knox case. The author thanks those whose
feedback prompted these changes: (1) On p. 431, paragraph 1, line 5, “the only one” should be
deleted; (2) on p. 431, paragraph 2, lines 10–12, “She was told, falsely, that Sollecito, her boyfriend,
disavowed her alibi and that physical evidence placed her at the scene” should read “She was told
that Sollecito, her boyfriend, disavowed her alibi, which he later retracted, and that physical
evidence placed her at the scene, which was not true”; (3) on p. 433, paragraph 2, lines 3–4, “her
English roommates left Perugia;” should be deleted; (4) on p. 436, paragraph 3, lines 8–10, “Two
weeks later, the rapist whose DNA was found in sperm and other biological matter at the crime
scene was apprehended” should read “Two weeks later, Rudy Guede, who was convicted of
murdering Meredith Kercher and whose DNA was found inside her body and throughout the crime
scene, was apprehended”; (5) on p. 436, paragraph 3, line 13, “the rapist” should be replaced with
“Guede”; (6) on p. 441, paragraph 3, line 13, “Knox’s British roommates” should be replaced with
“Kercher’s friends.”

For the most recent and “official” opinion on this case, see the Hellmann-Zanetti Report on the
Acquittal of Amanda Knox and Raffaele Sollecito–December 16, 2011, Translated into English
(http://hellmannreport.wordpress.com/contents/). In addition, since the article was published Online
First, the prosecution’s appeal of Knox’s acquittal has been scheduled to be heard by Italy’s highest
appeals court on March 25, 2013.
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a  b  s  t  r  a  c  t

As  illustrated  by  the  mistaken,  high-profile  fingerprint  identification  of Brandon  Mayfield  in the  Madrid
Bomber  case,  and  consistent  with  a recent  critique  by  the  National  Academy  of  Sciences  (2009),  it is clear
that  the  forensic  sciences  are  subject  to contextual  bias  and  fraught  with  error.  In this  article,  we  describe
classic psychological  research  on primacy,  expectancy  effects,  and  observer  effects,  all  of which  indicate
eywords:
ontext effects
xpectancy effects
onfirmation bias

that context  can  taint  people’s  perceptions,  judgments,  and  behaviors.  Then  we  describe  recent  studies
indicating  that confessions  and  other  types  of  information  can  set  into  motion  forensic  confirmation  biases
that  corrupt  lay  witness  perceptions  and  memories  as  well  as  the  judgments  of  experts  in  various  domains
of forensic  science.  Finally,  we  propose  best  practices  that  would  reduce  bias  in  the  forensic  laboratory
as  well  as its  influence  in  the  courts.

© 2013  Society  for Applied  Research  in  Memory  and  Cognition.  Published  by  Elsevier  Inc. All rights
. The problem

On March 11, 2004, a coordinated series of bombs exploded in
our commuter trains in Madrid. The explosions killed 191 people,
ounded 1800 others, and set into motion a full-scale international

nvestigation. On the basis of a latent fingerprint lifted from a bag
ontaining detonating devices, the U.S. Federal Bureau of Investi-
ation (FBI) positively identified Brandon Mayfield, an American
uslim from the state of Oregon. Subsequent to 9–11, Mayfield

ad been on an FBI watch list. Following standard protocol, a num-
er of FBI fingerprint examiners independently concluded that the
ngerprint was definitely that of Mayfield. After being arrested
nd appearing in court, Mayfield requested to have a fingerprint
xaminer on the defense team examine the prints. That fingerprint
xaminer concurred with the judgment that the print was  May-
eld’s. Soon thereafter, however, the Spanish authorities matched
he prints to the real Madrid bomber, an Algerian national by the
ame of Ouhnane Daoud. Following an internal investigation at the
BI and a report by the Office of the Inspector General (OIG, 2006),
confirmation bias” was listed as a contributing factor to the erro-
eous identification. At that point, the U.S. government issued a

ormal apology, and paid two million dollars in compensation.
The FBI has rigorous standards of training and practice and
ighly competent forensic examiners. It is considered one of the
est, if not the best forensic laboratories in the U.S., if not in
he entire world. Thus, it was not easy to dismiss the error and

∗ Corresponding author.
E-mail address: Skassin@jjay.cuny.edu (S.M. Kassin).

211-3681/$ – see front matter © 2013 Society for Applied Research in Memory and Cog
ttp://dx.doi.org/10.1016/j.jarmac.2013.01.001
reserved.

claim it to be the product of mere “bad apples.” The Mayfield
case (preceded by a decade in which the U.S. Supreme Court
had sought to curb the introduction at trial of experts in junk
science—see Daubert v. Merrell Dow Pharmaceuticals, 1993; Kumho
Tire Co. v. Carmichael,  1999), along with improprieties discovered
in various state laboratories, have come together to draw attention
to forensic science and to the fact that is not infallible. Forensic
science errors have also surfaced with alarming frequency in DNA
exoneration cases and other wrongful convictions (Garrett, 2011;
http://www.innocenceproject.org/fix/Crime-Lab-Oversight.php).
In “The genetics of innocence,” Hampikian, West, and Akselrod
(2011) found that several types of forensic science testimony had
been used to wrongfully convict innocent individuals. In cases
where trial transcripts or reliable forensic science data were avail-
able for review, 38% contained incorrect serology testimony, which
is highly regarded. In addition, 22% involved hair comparisons;
3% involved bite mark comparisons; and 2% involved fingerprint
comparisons.

The National Academy of Sciences (NAS, 2009) published a
scathing assessment of a broad range of forensic disciplines.
Included in this critique were toolmarks and firearms; hair and
fiber analysis; impression evidence; blood spatter; fibers; hand-
writing; and even fingerprints—until recently considered infallible.
NAS concluded that there are problems with standardization, reli-
ability, accuracy and error, and the potential for contextual bias.
Specifically, the NAS report went on to advise that: “These disci-

plines need to develop rigorous protocols to guide these subjective
interpretations and pursue equally rigorous research and evalua-
tion programs. The development of such research programs can
benefit significantly from other areas, notably from the large body

nition. Published by Elsevier Inc. All rights reserved.
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f research on the evaluation of observer performance in diagnos-
ic medicine and from the findings of cognitive psychology on the
otential for bias and error in human observers” (p. 8).

The criticisms of the forensic sciences are twofold. First is the
ealization that too often the stimulus does not compel a per-
eptual judgment that is objective and, hence, there is a concern
oth for inter-rater reliability across experts and for intra-test reli-
bility over time within experts. In many forensic disciplines, the
uman examiner is the main instrument of analysis. It is the foren-
ic expert who compares visual patterns and determines if they are
sufficiently similar” to conclude that they originate from the same
ource (e.g., whether two fingerprints were made by the same fin-
er, whether two bullets were fired from the same gun, or whether
wo signatures were made by the same person). However, determi-
ations of “sufficiently similar” have no criteria and quantification

nstruments; these judgments are subjective. Indeed, a recent study
as shown that when the same fingerprint evidence is given to the
ame examiners, they reach different conclusions approximately
0% of the time (Ulery, Hicklin, Buscaglia, & Roberts, 2012). Dror
t al. (2011) have shown not only that the decisions are inconsis-
ent but that even the initial perception of the stimulus, prior to
omparison, lack inter- and intra-expert consistency.

Following from this realization about the lack of reliabil-
ty is a corollary concern that forensic experts’ judgments are
biasable”—that is, they are significantly influenced by psycho-
ogical factors (Dror & Cole, 2010; Dror & Rosenthal, 2008). The
iasability of forensic science is a particular concern because
orensic experts work within a variety of contextual influences:
nowing the nature and details of the crime, being pressured
y detectives; working within—and as part of—the police; the
se of computer-generated lists that feature some suspects ahead
f others; appearing in court within an adversarial criminal jus-
ice system. Describing the various sources of bias, Saks, Risinger,
osenthal, and Thompson (2003) note that examiners often receive
irect communications from police (e.g., in transmittal letters that
ccompany submitted evidence, in person, and by phone), that
here is often cross-communication among different examiners
nvolved in a case (e.g., via informal channels or as mandated in
peer review” processes designed to ensure the reasonableness of
onclusions), and that police and prosecutors sometimes respond
o non-supportive test results by requesting a re-examination. In
hort, the contextual influences that impinge on forensic examin-
rs are numerous and they come in many forms, some of which
re subtle. The erroneous identification in the Madrid bomber case
llustrated a number of psychological factors at work (e.g., the latent
ngerprint was examined against a pre-existing “target,” without
rst being properly analyzed in isolation; the examiners were pre-
rmed with contextual information, leading them to be suspicious
f their target; and the case was high in profile and time-urgent,
ncreasing the need for closure).

In this article, we overview prior critiques of the forensic sci-
nces and specific cases in which experts have rendered judgments
hat were fraught with bias and error. Then we consider classic psy-
hological research on primacy, expectancy effects, and observer
ffects, and the various confirmation biases that can taint people’s
erceptions, judgments, and behaviors. Then we  examine recent
mpirical work on confirmation biases in various domains of foren-
ic science. Finally we use psychology to propose best practices that
ould minimize such effects—both in the crime laboratory and in

he courtroom.
. The forensic sciences: accuracy and error

For over 100 years forensic science disciplines have pro-
uced evidence used both to prosecute and convict criminals
 Memory and Cognition 2 (2013) 42–52 43

as well as to exonerate and release those who are inno-
cent. The domains of forensic science are varied and include
judgments of fingerprints, firearms examinations, toolmarks,
bite marks, tire and shoe impressions, bloodstain pat-
tern analysis, handwriting, hair, coatings such as paint and
chemicals—including drugs and such materials as fibers, fluids,
fire and explosive analysis, digital evidence, and serological
analysis.

Since the 1990s, advances in DNA technology have proved
particularly useful in these regards. Many previously unsolved
crimes have been solved because of DNA samples left in hair,
semen, blood, skin, and saliva. Often, however, these DNA cases
have revealed that faulty forensic sciences have contributed
to the wrongful convictions of innocent people. As exposed
by more than 300 DNA exonerations identified by the Inno-
cence Project, two sets of problems have come to light: (1)
Forensic science judgments are often derived from inadequate
testing and analysis, if not outright fabrication; and (2) Experts
often give imprecise or exaggerated testimony, drawing con-
clusions not supported by the data—in some cases drawing
charges of misconduct. Indeed, some form of invalid or improper
forensic science was  a contributing factor in the original con-
victions of more than half of all DNA exonerees (Garrett, 2011;
http://www.innocenceproject.org/understand/Unreliable-Limited
-Science.php).

In cases that are not subject to bias, certain forensic
sciences—such as latent fingerprint identifications—offer a poten-
tially powerful tool in administering justice (e.g., Tangen,
Thompson, & McCarthy, 2011; Ulery, Hicklin, Buscaglia, & Roberts,
2011). In most domains, however, there are no quantitatively pre-
cise objective measures and no instruments of measurement—just
partial samples from a crime scene to be compared against a par-
ticular suspect. No two  patterns are identical, so an examiner
invariably must determine whether they are “sufficiently simi-
lar” (a term that has yet to be defined or quantified) to conclude
that they originate from the same source. The absence of objec-
tive standards is reflected in the lack of consistency not only
between examiners but within examiners over time. Hence, not
only do inter-variations exist, but intra-variations show that the
same examiner inspecting the same data on multiple occasions
may  reach different conclusions (Ulery et al., 2012). The lack of
reliability indicates that the identification process can be subjective
and that judgments are susceptible to bias from other sources. This
is especially problematic in cases that contain complex forms of
forensic evidence, as is often the case in evidence gathered in crime
scene.

Popular TV programs, such as CSI,  communicate a false belief
in the powers of forensic science, a problem that can be exacer-
bated when forensic experts overstate the strength of the evidence.
Such occurrences are common when you consider the follow-
ing: (1) Across many domains, experts are often overconfident
in their abilities (e.g., Baumann, Deber, & Thompson, 1991); (2)
the courts, for the most part, have blindly accepted forensic sci-
ence evidence without much scrutiny (Mnookin et al., 2011); (3)
errors are often not apparent in the forensic sciences because
ground truth is often not known as a matter of certainty; (4)
many forensic examiners work for police and appear in court as
advocates for the prosecution; and (5) many forensic examin-
ers consider themselves objective and immune to bias. As stated
by the Chair of the Fingerprint Society: “Any fingerprint exam-
iner who comes to a decision on identification and is swayed
either way in that decision making process under the influ-

ence of stories and gory images is either totally incapable of
performing the noble tasks expected of him/her or is so imma-
ture he/she should seek employment at Disneyland” (Leadbetter,
2007).

http://www.innocenceproject.org/understand/Unreliable-Limited-Science.php
http://www.innocenceproject.org/understand/Unreliable-Limited-Science.php
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. Classic confirmation biases: a psychological perspective

Over the years, research has identified a number of confirmation
iases by which people tend to seek, perceive, interpret, and create
ew evidence in ways that verify their preexisting beliefs. Confir-
ation biases are a pervasive psychological phenomenon. Classic

tudies showed that prior exposure to images of a face or a body,
n animal or a human, or letters or numbers, can bias what people
ee in an ambiguous figure. More recent research shows that our
mpressions of other people can similarly be tainted.

Recognition of confirmation bias as a human phenomenon is
ot new. Julius Caesar is cited to have said that “Men freely
elieve that which they desire” (e.g., Hochschild, 2008). Refer-
nces can also be found in the writings of William Shakespeare
nd Francis Bacon (Risinger, Saks, Thompson, & Rosenthal, 2002).
ndeed, Nickerson (1998) notes that confirmation biases may  be
mplicated in “a significant fraction of the disputes, altercations,
nd misunderstandings that occur among individuals, groups, and
ations”—including, among others, the witch trials of Western
urope and New England, the continuation of ineffective medical
reatments, inaccurate medical diagnoses, and adherence to erro-
eous scientific theories (p. 175).

.1. Perceptual and cognitive effects

Contemporary work on confirmation biases began with classic
esearch suggesting that the perception of a stimulus is not solely a
unction of the stimulus itself (i.e., “bottom-up” processing), but
s also shaped by the qualities of the observer (i.e., “top-down”
rocessing). For example, Bruner and Goodman (1947) asked chil-
ren to estimate the size of coins from memory and found that
hildren of low-SES overestimated the size of the coins to a greater
egree than did children of high SES. Bruner and Potter (1964)
emonstrated that one’s expectations can also interfere with visual
ecognition. Participants were shown photographs of common
bjects (e.g., a dog, a fire hydrant, etc.) that had been blurred to
arious degrees, and then watched as the pictures were gradually
rought into focus. The blurrier the photographs were at the start,
he less able participants were to correctly recognize the objects
ater. Bruner and Potter explained these results by noting that par-
icipants readily generated hypotheses about the blurry images and
hen maintained these beliefs even as the pictures came into focus.
sing simple ambiguous (“reversible”) figures, other research as
ell showed that expectations shape perception (Boring, 1930;

eeper, 1935; for a compendium of such figures, see Fisher, 1968).
Recent studies have demonstrated similar effects using more

omplex stimuli. For example, Bressan and Dal Martello (2002)
howed participants photographs of adult-child pairs and asked
hem to rate their facial resemblance. When led to believe that the
dult and child were genetically related (e.g., parent and offspring),
articipants rated their facial similarity as higher – even when the
wo were not truly related. Other studies have similarly shown that
eople perceive more similarity between a suspect and a facial
omposite when led to believe the suspect is guilty (Charman,
regory, & Carlucci, 2009); and people hear more incrimination

n degraded speech recordings when the interviewee was  thought
o be a crime suspect (Lange, Thomas, Dana, & Dawes, 2011).

To sum up: A wealth of evidence indicates that an observer’s
xpectations can impact visual and auditory perception. Although
imilar effects can be driven by motivation (Balcetis & Dunning,

006, 2010; Radel & Clement-Guillotin, 2012), confirmation biases
re a natural and automatic feature of human cognition that can
ccur in the absence of self-interest (Nickerson, 1998) and operate
ithout conscious awareness (Findley & Scott, 2006; Kunda, 1990).
n Memory and Cognition 2 (2013) 42–52

3.2. Social perception effects

Strong expectancy effects can also contaminate the processes of
social perception. This research literature can be traced to Asch’s
(1946) initial finding of primacy effects in impression formation by
which information about a person presented early in a sequence is
weighed more heavily than information presented later which is
ignored, discounted, or assimilated into the early-formed impres-
sion. Illustrating the process of assimilation, or “change of meaning”
hypothesis, later research revealed that depending on one’s first
impression of a person, the word “proud” can mean self-respecting
or conceited; “critical” can mean astute or picky; and “impul-
sive” can mean spontaneous or reckless (Hamilton & Zanna, 1974;
Watkins & Peynircioglu, 1984). As a result of these processes, addi-
tional research has shown that beliefs, once they take root, can
persist even after the evidence on which they were based has been
discredited (Anderson, Lepper, & Ross, 1980). In fact, the presence
of objective evidence that can be selectively interpreted may  exac-
erbate the biasing effects of pre-existing beliefs (Darley & Gross,
1983).

Research on confirmatory hypothesis testing also explains the
power and resistance to change of first impressions. In a clas-
sic experiment, Wason (1960) gave participants a three-number
sequence, challenged them to discern the rule used to gener-
ate the set, and found that very few discovered the correct rule
because once they seized upon a hypothesis they would search
only for confirming evidence (see also Klayman & Ha, 1997). In
a social-interactional context, Snyder and Swann (1978) brought
together pairs of participants for a getting-acquainted interview. In
each pair, interviewers were led to believe that their partner was
either introverted or extroverted. Expecting a certain kind of per-
son, participants unwittingly sought evidence that would confirm
their expectations: Those in the introverted condition chose to ask
mostly introvert-oriented questions (“Have you ever felt left out
of some social group?”); those in the extroverted condition asked
extrovert-oriented questions (“How do you liven up a party?”). In
doing so, interviewers procured support for their beliefs, causing
neutral observers who later listened to the tapes to perceive the
interviewees as introverted or extroverted on the basis of their
randomly assigned condition.

The fact that people can be jaded by existing beliefs is a phe-
nomenon of potential consequence in forensic settings. In one
study, participants reviewed a mock police file of a crime inves-
tigation that contained weak circumstantial evidence pointing to
a possible suspect. Some participants but not others were asked
to form and state an initial hypothesis as to the likely offender.
Those who  did so proceeded to search for additional evidence and
interpret that evidence in ways that confirmed their hypothesis.
Hence, a weak suspect became the prime suspect (O‘Brien, 2009).
In another study, Kassin, Goldstein, and Savitsky (2003) had some
participants but not others commit a mock crime, after which all
were questioned by interrogators who  by random assignment were
led to presume guilt or innocence. Interrogators who  presumed
guilt asked more incriminating questions, conducted more coer-
cive interrogations, and tried harder to get the suspect to confess. In
turn, this more aggressive style made the suspects sound defensive
and led observers who later listened to the tapes to judge them as
guilty, even when they were innocent. Follow-up research has con-
firmed variants of this latter chain of events in the context of suspect
interviews (Hill, Memon, & McGeorge, 2008; Narchet, Meissner, &
Russano, 2011).

An individual’s prior beliefs can produce dramatic behavioral

consequences as well, often setting into motion a three-step
behavioral confirmation process by which a perceiver forms an
impression of a target person, interacts in a manner that is consis-
tent with that impression, and causes the target person unwittingly
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o adjust his or her behavior. The net result: a process that trans-
orms expectations into reality (Darley & Fazio, 1980; Rosenthal &
acobson, 1966; Snyder & Swann, 1978).

In an early demonstration of this phenomenon, Rosenthal
nd Fode (1963) reported on an experimenter expectancy effect,
hereby an experimenter who is aware of the hypothesis of a study

nd the condition to which a participant is assigned can unwittingly
roduce results consistent with the expected outcome. Thus, when
tudents were led to believe that the rats they would be train-
ng at maze learning were bright or dull, those rats believed to
e bright learned more quickly (for an overview of this research,
ee Rosenthal, 2002). In subsequent research on teacher expectancy
ffects, Rosenthal and Jacobson (1966) extended these findings to
uman participants and found that when elementary school tea-
hers were led to believe that certain of their students, randomly
ssigned, were on the verge of an intellectual growth spurt, those
elected students exhibited greater improvement in academic tests
ight months later. Whether training rats or teaching students,
t appears that people unwittingly act upon their beliefs in ways
hat produced the expected outcomes. Although the interpretation
f the teacher expectancy effect is a source of some controversy
Jussim, 2012), self-fulfilling prophecies have amply been demon-
trated not only in the laboratory but in schools and other types
f organizations as well (for reviews, see Kierein & Gold, 2000;
cNatt, 2000).

.3. Cognitive and motivational sources of bias

It is clear that belief-confirming thought processes are an inher-
nt feature of human cognition. In their classic studies, Tversky
nd Kahneman (1974) demonstrated that people naturally rely on
arious cognitive heuristics – and that heuristic thinking, while gen-
rally beneficial, can also produce systematic errors in judgment,
specially where strong prior expectations exist. Over time, and
cross a range of domains, basic psychological research has shown
hat strong expectations provide a sufficient and unwitting trig-
er of our tendency to seek, perceive, interpret, and create new
vidence in ways that verify preexisting beliefs.

At times, confirmation biases can be fueled by motivational
oals. Kunda (1990) argued that motivation influences reasoning
ndirectly as a result of two types of goals: accuracy goals, where
ndividuals strive to form an accurate belief or judgment, and
irectional goals, where individuals seek a particular desired conclu-
ion. In the latter case, people maintain an “illusion of objectivity”
hat prevents them from recognizing that their cognition has been
ainted by preference or desire (Kunda, 1990, p. 483). Motivated
easoning is pervasive. Hence, people exhibit a ubiquitous self-
erving positivity bias in the attributions they make for their own
uccesses and failures (Mezulis, Abramson, Hyde, & Hankin, 2004).
ikewise, people’s attributions for external events are influenced
y their political ideologies (Skitka, Mullen, Griffin, Hutchinson, &
hamberlin, 2002).

Recent empirical research supports the notion that directional
oals can unconsciously guide perception. In a series of studies,
alcetis and Dunning (2006) showed participants an ambiguous
gure that could be readily perceived as either of two  different
timuli (e.g., the letter “B” or the number “13”). Depending on which
timulus they perceived, participants were assigned either to drink
range juice or a foul-smelling beverage. For those told that a letter
ould assign them to the orange juice condition, 72% saw the letter
. For those told that a number would assign them to the orange

uice, 61% saw the number 13. Using an array of methods, follow-up

tudies showed that these results were not due to selective repor-
ing but rather that motivation had a genuine unconscious effect on
erception. In additional research on “wishful seeing,” Balcetis and
unning (2010) found that people judged objects that they want as
 Memory and Cognition 2 (2013) 42–52 45

physically closer than more neutral objects (e.g., participants who
were thirsty compared to those who  were quenched estimated that
a bottle of water across a table was closer to them).

Perceptions of form and distance are not limitlessly malleable,
even among people who  are highly motivated. As Kunda (1990)
noted, “people do not seem to be at liberty to conclude whatever
they want to conclude merely because they want to” (p. 482). To
some extent, reality constrains perception. Evidence in favor of
one’s biased judgment must be sufficient to allow for the construc-
tion of that judgment; a desired outcome cannot be rationalized
in the face of irrefutable evidence to the contrary. This is precisely
why ambiguous stimuli prove particularly susceptible to confirma-
tion biases. It is also why  many forensic judgments are subject to
bias.

4. The forensic confirmation bias

Nearly 40 years ago, Tversky and Kahneman (1974) reasoned
that confirmation bias effects could extend to the legal system
insofar as “beliefs concerning the likelihood of. . . the guilt of a
defendant” could impact judicial decision-making (p. 1124). They
further speculated that the operation of such biases would affect
not only the layperson but also experienced professionals. These
statements proved quite prescient. Empirical and anecdotal evi-
dence now suggests that pre-judgment expectations can indeed
influence interrogators (Hill et al., 2008; Kassin, Goldstein, &
Savitsky, 2003; Narchet et al., 2011), jurors (Charman et al., 2009;
Lange et al., 2011), judges (Halverson, Hallahan, Hart, & Rosenthal,
1997), eyewitnesses (Hasel & Kassin, 2009), and experts in a range
of forensic domains (e.g., see Dror & Cole, 2010; Dror & Hampikian,
2011).

Thus, we use the term forensic confirmation bias to summarize
the class of effects through which an individual’s preexisting beliefs,
expectations, motives, and situational context influence the collec-
tion, perception, and interpretation of evidence during the course
of a criminal case. As Findley and Scott (2006) have noted, the per-
nicious result produces a form of “tunnel vision”—a rigid focus on
one suspect that leads investigators to seek out and favor incul-
patory evidence, while overlooking or discounting any exculpatory
evidence that might exist. A growing body of literature has begun to
identify the ways in which such biases can pervade the investigative
and judicial processes.

4.1. Context effects on forensic judgments

In an 1894 treatise on distinguishing genuine from forged sig-
natures, William Hagan wrote: “There must be no hypothesis at the
commencement, and the examiner must depend wholly on what
is seen, leaving out of consideration all suggestions or hints from
interested parties.  . . Where the expert has no knowledge of the
moral evidence or aspects of the case. . . there is nothing to mis-
lead him” (p. 82). With this statement, Hagan was among the first
scholars to acknowledge the potential biasing effect of expectation
and context on perceptual judgments made by forensic examiners.
It was not until recently, however, that empirical data emerged to
support Hagan’s admonition.

A growing body of work now suggests that confessions, a
highly potent form of incrimination (Kassin, 1997; Kassin et al.,
2010)—and other strong contextual cues—may bias forensic judg-
ments in the criminal justice system, producing an effect that Kassin
(2012) has called “corroboration inflation.” Saks et al. (2003) note

that the resulting non-independence among items of evidence can
create an “investigative echo chamber” in which certain items
reverberate and seem stronger and more numerous than they really
are. Simon (2011) notes that coherence-based reasoning promotes
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alse corroboration among different witnesses, resulting in trials
hat are limited in their diagnostic value. Dror (2012) notes that
he overall effect on judgments can increase as a result, creating a
bias snowball effect.”

To our knowledge, the first study to examine this effect was
y Miller (1984),  who explored the impact of contextual informa-
ion on the judgments of 12 college students trained to identify
orged signatures. Miller found that participants who were exposed
o additional inculpatory evidence formed a belief in the sus-
ect’s guilt, which skewed their perceptions. More recent work
uilds upon this finding. Kukucka and Kassin (2012) found that
nowledge of a recanted confession can taint evaluations of hand-
riting evidence. In this study, lay participants read a bank robbery

ase in which the perpetrator gave a handwritten note to a bank
eller. Soon afterward, they were told that a suspect was appre-
ended and interrogated, at which point he gave a handwritten
iranda waiver. Participants were asked to compare the hand-
riting samples taken from the perpetrator (bank note) and the
efendant (Miranda waiver). When told that the defendant had
onfessed—even though he later retracted his confession, claiming
t was coerced—participants perceived the handwriting samples as

ore similar and were more likely to conclude, erroneously, that
hey were authored by the same individual.

Other research indicates that interpretations of polygraph tests
ay  also be shaped by preexisting beliefs. Elaad, Ginton, and Ben-

hakhar (1994) noted two  ways in which expectations can impact
he outcome of a polygraph test: By influencing the way  exam-
ners conduct their interviews and the questions they ask, and
y influencing the conclusions they draw from the test results.
o test the latter hypothesis, these investigators asked ten poly-
raph examiners from the Israeli Police to analyze 14 records
rom polygraph examinations of criminal suspects, all of whom
ad been judged inconclusive by independent raters. Each chart
as accompanied by biasing information—for half of the charts,

xaminers were told that the interviewee had later confessed;
or the remaining half, they were told that someone else had
ater confessed. Although most charts were judged inconclusive in
he absence of biasing information, the charts were more likely
o be scored as deceptive in the suspect-confession condition
nd as truthful in the other-confession condition. This effect was
btained with both experienced and inexperienced examiners—but
ot when the charts were conclusive. Thus, the conclusions
rawn from ambiguous polygraph results were influenced by prior
xpectations.

Additional studies suggest that even fingerprint judgments may
e subject to bias. In one study, Dror, Charlton, and Peron (2006)
sked five experienced fingerprint experts to assess pairs of finger-
rints that, unbeknownst to them, they had examined years earlier
nd declared to be a match. Before the stimuli were re-presented,
hese examiners were told that the fingerprints were taken from

 high-profile case of erroneous identification, implying that they
ere not a match. Given this biasing information, only one of the
ve experts judged the fingerprints to be a match, indicating that
ontext undermined reliability. This study is particularly troubling
ecause the change as a function of context was obtained among
xperienced examiners, in a highly trusted forensic science, and in

 within-subject experimental design.
In a followup study, Dror and Charlton (2006) presented six

atent fingerprint experts with eight pairs of prints from a crime
cene and suspect in an actual case in which they had previously
ade a match or exclusion judgment. The participants did not know

hey were taking part in a study, believing instead that they were

onducting routine casework. The prints were accompanied either
y no extraneous information, information that the suspect had
onfessed, suggesting a match; or information that the suspect was
n custody at the time, suggesting exclusion. The results showed
n Memory and Cognition 2 (2013) 42–52

that contextual information in the custody condition produced an
overall change in 17% of the originally correct match decisions.

Based on a meta-analysis of these two studies, Dror and
Rosenthal (2008) estimated that the reliability of fingerprint
experts’ judgments over time likely falls in the range of 0.33–0.80,
implying a considerable degree of subjectivity. Similarly, effect size
estimates of biasability were 0.45 and 0.41, respectively, for the
two studies. These findings are likely to extend to other foren-
sic science domains that are based on visual similarity judgments,
such as firearms; microscopic hair and fiber analysis; bite marks;
impression evidence involving shoeprints, bite marks, tire tracks,
and handwriting; and bloodstain pattern analysis (Dror & Cole,
2010).

Additional research suggests that confessions can also influence
the testimony of lay witnesses. Looking at the possible effects of
confession on eyewitnesses themselves, Hasel and Kassin (2009)
staged a theft and took photographic identification decisions from
eyewitnesses who viewed a culprit-absent lineup. Two  days later,
individual witnesses were told that the person they had identified
denied guilt during a subsequent interrogation, or that he con-
fessed, or that a specific other lineup member confessed. Among
those who had made a selection but were told that another lineup
member confessed, 61% changed their identifications—and did so
with confidence. Among those who had correctly not made an ini-
tial identification, 50% went on to select the confessor.

The biasing effect of confessions can have grave consequences.
The criminal justice system presupposes that suspects, eyewit-
nesses, forensic experts, and others offer information that is
independent—not subject to taint from outside influences. But
does this presupposition describe the reality of criminal investi-
gation? Both basic psychology and forensic psychology research
suggest otherwise—and, in particular, suggest the possibility that
confessions can corrupt other evidence. To determine if this phe-
nomenon might occur in actual cases, Kassin, Bogart, and Kerner
(2012) conducted an archival analysis of DNA exonerations from
the Innocence Project case files. Testing the hypothesis that con-
fessions may  prompt additional evidentiary errors, they examined
whether other contributing factors were present in DNA exonera-
tion cases containing a false confession. They found that additional
errors were present in 78% of these cases. In order of frequency, false
confessions were accompanied by invalid or improper forensic sci-
ence (63%), mistaken eyewitness identifications (29%) and snitches
or informants (19%). Consistent with the causal hypothesis that the
false confessions had influenced the subsequent errors, the confes-
sion was obtained first rather than later in the investigation in 65%
of these cases.

As a result of improprieties in U.S. laboratories, the frequency
with which forensic science errors have surfaced in wrongful con-
victions, and the scathing critique from the National Academy of
Sciences (2009)—which concluded that there are problems with
standardization, reliability, accuracy and error, and the potential for
contextual bias—it is not surprising that the most common means
of corroboration for false confessions comes from bad forensic
science (http://www.innocenceproject.org/). When coupled with
recent laboratory studies, this presence of numerous forensic errors
in Innocence Project confession cases suggests that confession evi-
dence constitutes the kind of contextual bias that can skew expert
judgments in many domains.

Confession is not the only form of evidence that can bias peo-
ple’s judgments. Mistaken eyewitness identifications constitute
the most common contributing factor in DNA exoneration cases
(Brewer & Wells, 2011; Wells et al., 1998). In fact, many Inno-

cence Project cases contained two  or more mistaken eyewitnesses
who expressed high levels of certainty in their identifications. In
some instances, these multiple errors can occur independently—as
in the highly publicized mistaken identification of Ronald Cotton by

http://www.innocenceproject.org/
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ennifer Thompson, where Cotton physically resembled the per-
etrator (Thompson-Cannino, Cotton, & Torneo, 2009). In other

nstances, however, the eyewitnesses may  have influenced one
nother, a phenomenon demonstrated in numerous co-witness
xperiments (Gabbert, Memon, & Allan, 2003; Skagerberg, 2007).
o further complicate matters, eyewitnesses who have been tainted
y extrinsic information cannot accurately estimate the extent of
he influence, suggesting that self-reports cannot be used to diag-
ose the corruption once it occurs (Charman & Wells, 2008).

.2. Elasticity of forensic evidence

It is not surprising that expectations can taint questioned doc-
ment examination (QDE), the discipline pertaining to documents,
he authenticity or source of which are in dispute. QDE has been
riticized for being a subjective domain of forensic science (Miller,
984; Risinger et al., 2002; Risinger & Saks, 1996; U.S. v. Hines,
999). In accordance with the research described earlier, exam-
ners are more likely to exhibit bias when evaluating evidence
hat is ambiguous. This is consistent with Ask, Rebelius, and
ranhag’s (2008) assertion that some types of evidence are more

elastic”—i.e., more vulnerable to extraneous influence—than oth-
rs.

Not all evidence is equally malleable or subject to confirma-
ion bias. Paralleling classic research indicating that expectations
an color judgments of stimuli that are ambiguous but not those
hat compel a particular perception, forensic research indicates
hat ambiguity is a moderating condition. Asked to make an iden-
ification decision on the basis of a memory trace that cannot be
ecovered for a side-by-side comparison to a stimulus face, eye-
itnesses are particularly malleable when informed of a confession

Hasel & Kassin, 2009). Prior expectations can also bias interpreta-
ions of sensory stimuli such as auditory speech—but only when
he recordings are degraded in quality and the stimuli are phono-
ogically ambiguous, such as the words gum and gun or ripped and
aped (Lange et al., 2011). The same is true of the judgments of
olygraph examiners—again, when the physiological test data are
mbiguous but not when the charts are strongly indicative of truth
r deception (Elaad, Ginton, & Ben-Shakhar, 1994).

Still, within the forensic domains critiqued by the National
cademy of Sciences (2009), the potential for bias is greater than
reviously imagined. In “The vision in ‘blind’ justice,” Dror and
ole (2010) noted that many forensic judgments involve match-

ng a visual pattern left at a crime scene with a sample taken
rom a suspect (e.g., shoe prints, tool marks, bite marks, tire marks,
andwriting). The prototype is fingerprint identification, a forensic
cience long considered near-perfect (Cole, 2001). No two finger-
rint impressions are totally identical because of variations in skin
lasticity, the amount of pressure applied, the material on which
he print was left, how the prints were recovered and other vari-
bles. And in criminal cases, where prints are lifted from crime
cenes, many such latent fingerprints are partial and distorted.
ence, an impressive body of research now indicates that the judg-
ents made by latent fingerprint experts are sensitive to biasing

ontextual information (Charlton, Fraser-Mackenzie, & Dror, 2010;
ror & Charlton, 2006; Dror, Charlton, & Peron, 2006; Dror, Peron,
ind, & Charlton, 2005).

Even when it comes to DNA testing—commonly considered the
gold standard” of forensic evidence (Lieberman, Carrell, Miethe,

 Krauss, 2008; Lynch, 2003; Saks & Koehler, 2005)—the inter-
retation of certain complex DNA mixtures requires judgment
hat is subject to bias. To illustrate the risk, Dror and Hampikian

2011) described an actual gang rape case in which one of the
ssailants had accepted a plea bargain in exchange for testimony
gainst other suspects. In order for the testimony of the cooperating
ssailant to be admissible, evidence was needed to corroborate his
 Memory and Cognition 2 (2013) 42–52 47

identifications. Aware of the situation, expert DNA analysts were
asked to analyze the complex DNA mixture, and they concluded
that the forensic evidence implicated those identified in the plea
bargain. However, one of the alleged assailants repeatedly denied
any involvement in the rape. To test the potential for contextual
bias, Dror and Hampikian later took the same sample from this case
and presented it, devoid of the biasing contextual information, to
17 neutral DNA analysts. Only one agreed with the original ana-
lysts; four deemed the sample inconclusive; 12 concluded that the
DNA excluded the suspect in question. Despite the claim that DNA
evidence is “inelastic” (e.g., Ask et al., 2008), it thus appears that
confirmation biases may  influence even the work of DNA analysts.

4.3. Bias and self-insight

Although confirmation bias typically operates outside of con-
scious awareness, forensic examiners may  have some insight into
the cognitive, motivational, and emotional factors that guide their
job performance. Charlton et al. (2010) conducted semi-structured
interviews of 13 experienced fingerprint examiners and identified a
number of recurrent themes in their experiences. While describing
their methodology in an objective manner, examiners expressed a
personal interest in catching criminals and solving crimes, which
some reported as more pronounced in serious and high-profile
cases. They also expressed a strong need for closure, indicating a
desire to provide definitive conclusions as a result of their work,
and the feeling of joy that accompanies the discovery of a finger-
print match. At the same time, these experts consistently expressed
a fear of making erroneous judgments, and in particular, a fear of
committing a false-positive error that would implicate an innocent
person. Thus, perhaps some experts deliberately endeavor to be
conservative in their judgments to avoid such errors.

Furthermore, mere awareness of the type of crime being inves-
tigated may  not be sufficient to bias fingerprint expert judgments.
Utilizing an experimental paradigm, Hall and Player (2008) asked
experienced examiners to judge pairs of fingerprints either in the
context of a forgery case or a murder case—but no emotionally-
arousing crime scene photos were included. Results indicated that
examiners in the murder condition were more likely to self-report
feeling influenced by this context, but the type of case had no overall
effect on their conclusions. Perhaps for context to influence judg-
ments, participants must really believe it. In short, there may  be
a dissociation between forensic examiners’ insight into their own
biases and the actual manifestation of bias in their actual judg-
ments; they can be biased and unaware, or they can be relatively
objective despite the self-perception of bias.

4.4. Null effects from the Netherlands

It is important to note that two  additional studies from a single
lab failed to replicate confirmation bias effects on forensic experts.
First, Kerstholt, Paashuis, and Sjerps (2007) recruited twelve Dutch
officers trained in forensic shoe print examinations and asked them
to evaluate eight pairs of shoes and prints. Each pair was  presented
in the context of a fictional criminal investigation, which either did
or did not contain biasing information to suggest that the shoe had
created the print. This manipulation had no effect on evaluations.
Similarly, Kerstholt et al. (2010) had six Dutch firearms examiners
judge six pairs of bullets that were presented twice, several months
apart. Each pair of bullets was  presented twice—once with, and once
without, a biasing case description—to be categorized as a match,
a non-match, or inconclusive. Overall, 10 out of 36 judgments of

the same pair of bullets changed from one presentation to the next,
indicating a problem with intra-examiner reliability and subjectiv-
ity. However, the bias manipulation did not have a significant effect
on judgments.
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To account for these replication failures, Kerstholt et al.
2010) note that each of these forensic sciences utilizes a highly-
tandardized procedure in the Netherlands (e.g., shoe print
xaminers follow a protocol whereby they assign numerical val-
es to various features of the shoe print and then sum the values
o obtain a total score). Perhaps examiners in these studies were
ot biased by expectations precisely because they are trained in
valuation procedures that are well-defined. Alternatively, perhaps
he biasing information used in these studies failed to create a
trong expectation of guilt. As far as we can tell, the expectation
anipulations had not been pilot tested nor was their effective-

ess confirmed through manipulation checks. In the study of shoe
rint examinations, one of the fictional cases described the bur-
lary of an electronics store. To raise the expectation that the print
atched the suspect’s shoe, examiners were told that the suspect

ad been found selling electronics on the street and that he owned
 van (which would presumably be needed to transport large elec-
ronics). Each of these facts arguably constitutes a necessary but
ot sufficient condition to imply guilt, and thus may  not have cul-
ivated an a priori belief that the shoe would match the print. As
n Hall and Player (2008), these studies also involved examiners

ho knew they were taking part in a study—not involved in actual
riminal casework (Dror, 2009b).

.5. Forensic confirmation bias in actual cases

The biases set into motion by confessions and other guilt-
resumptive sources of information are not without consequence.

 growing number of real-world wrongful convictions, as seen in
he opening story about the Madrid bombing case in which Brandon

ayfield was misidentified and as reported in many cases from the
nnocence Project, provide ample real world instantiation of this
ypothesis.

In one case, in Pennsylvania, suspect Barry Laughman was
nduced to confess during an unrecorded interrogation to the rape
nd murder of his elderly neighbor. The next day, serology tests
howed that Laughman had Type B blood; yet the semen recov-
red from the victim was from a Type A secretor. Aware that
aughman had confessed, the state forensic chemist went on to
ropose four “novel” theories, none grounded in science, to dismiss
he mismatch. On the basis of his confession, Laughman was  con-
icted. Sixteen years later, he was exonerated by DNA and set free
http://www.innocenceproject.org/Content/Barry Laughman).

Another example can be found in the 2004 trial of Mississippi v.
yler Edmonds. In that case, 13 year-old Edmonds was  induced to
onfess that he had physically assisted his older half-sister in the
hooting and killing of her husband. Supporting what had become
isputed confession, the state’s medical pathologist who conducted
he autopsy of the victim’s body and submitted his report after the
onfession was taken testified without any basis in science that the
unshot wound suggested a bullet fired by two persons pulling the
rigger simultaneously. Edmonds was convicted at trial and sen-
enced to life in prison. Highly critical of this expert’s “speculative”
nd “scientifically unfounded” opinion, the state Supreme Court
verturned the conviction (Tyler Edmonds v. State of Mississippi,
007). The following year, Edmonds was retried and acquitted.
fter an investigation by the state’s medical board, the patholo-
ist in question was removed from the state’s designated list of
athologists.

.6. Implications for accuracy and error
The fact that confessions and other strong bases for a pre-
umption of guilt can bias the search, collection, perception, and
nterpretation of subsequently obtained evidence undermines a
ilent but basic tenet of the judicial system—namely, that the items
n Memory and Cognition 2 (2013) 42–52

of evidence presented at trial are independent of one another.
When one witness influences another, then a strong bias is created,
creating what Kassin (2012) described as “corroboration inflation”
and a gathering momentum for more and more bias, or what Dror
(2012) referred to as a “bias snowball effect.” The influence of one
witness or item of evidence on another witness or item of evidence
constitutes a biasing process of confirmation, one that can increase
the likelihood of error. In the Texas arson-murder case against
Cameron Todd Willingham, for example, eyewitnesses changed
their account once told about forensic evidence suggesting that the
fire was not accidental. Although this forensic conclusion was later
found to be erroneous, Willingham was found guilty and executed
(Grann, 2009).

Just as forensic science is subject to bias, so too are suspects
pressed for confession and eyewitnesses pressed for identification.
Many of the studies described above focused on how confessions
can spawn other incriminating evidence. This influence can be
bidirectional; just as confessions can taint other evidence, other
evidence can taint confessions as well. Indeed, numerous stud-
ies and case anecdotes support the fact that innocent people can
be induced to confess by the true or false presentation of an
eyewitness, physical evidence, failed polygraph, or other incrim-
inating evidence (e.g., Gudjonsson, 2003; Kassin, 1997; Kassin &
Gudjonsson, 2004; Kassin & Kiechel, 1996; Nash & Wade, 2009;
Perillo & Kassin, 2011). In one case, for example, Dwayne Jackson
confessed to a crime he did not commit after he was erroneously
identified in DNA testing by Las Vegas forensic examiners (Mower
& McMurdo, 2011).

Forensic examiners are aware of and trained to avoid physical
contamination in an effort to protect the integrity of the evidence.
However, “psychological contamination” has not received similar
attention and is prevalent throughout the criminal justice system.
The sources of psychological contamination are numerous (e.g.,
knowing the context of the crime, police pressure to influence a
forensic evaluation, information about a prior confession or eye-
witness identification). Biasing context can take on other subtle
forms as well. For example, forensic examiners work with a variety
of technologies—including computerized systems that suggest a list
of candidates for the human examiner to consider. In a recent study,
Dror, Wertheim, Fraser-Mackenzie, and Walajtys (2012) indepen-
dently varied the order of the candidates on the list and found
that examiners spent less time on the same candidate when it was
placed further down the list. Examining 55,200 forensic decisions,
these investigators also found that examiners are more likely to
make false positive errors on candidates on the top of the list and
false negative errors on those near the bottom. This result illus-
trates how meta-data provided by computerized systems can also
bias forensic examiners.

5. How to reduce bias: proposed reforms

As detailed earlier, forensic confirmation biases may be par-
ticularly problematic in the forensic sciences—where stimulus
ambiguity, context-driven expectations, and motivations conspire
to create fertile conditions for psychological contamination and
bias to operate. There are two  levels at which it is necessary to
reduce this bias and its consequences: The first level is in the foren-
sic laboratory, and even at the crime scene, where evidence is
collected and sometimes analyzed; the second level is at the trial
and appellate courts, where that evidence is evaluated. Hence, we
offer a number of suggestions.
5.1. Reducing bias in the crime laboratory

In a study of four crime laboratories, Peterson, Mihajlovic, and
Gilliland (1984) discovered that very few reports excluded the

http://www.innocenceproject.org/Content/Barry_Laughman
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nown suspect from the crime scene or from a connection to the
ictim. It is not clear whether this result indicates that police man-
ge to identify actual perpetrators for suspicion at high levels of
ccuracy or that forensic examiners have strong and biasing base-
ate expectations that lab results will prove incriminating. As a
esult of numerous DNA exonerations since that time, however,
t is clear that the forensic sciences have contributed to wrongful
onvictions (Hampikian et al., 2011)—especially in cases that fea-
ured other flawed evidence, most notably mistaken eyewitness
dentifications and false confessions that chronologically preceded
he forensic errors (Kassin et al., 2012). To minimize the problem,
e suggest the following:

Examiners should work “linear” rather than “circular,” thus
initially examining the evidence from the crime scene and doc-
umenting their findings before making comparisons against a
target. This will eliminate the potential influence of the target
on how information is processed and the weight assigned to it
(Dror, 2009a).

It  is conceivable that forensic examiners sometimes “re-assess”
the evidence to fit the target. If the initial assessment is done
in isolation of the target, then such potential influences are
eliminated. Indeed, the FBI recently revised its Standard Oper-
ating Procedures (SOPs) to “include some steps to avoid bias:
examiners must complete and document analysis of the latent
fingerprint before looking at any known fingerprint” and to
“instruct examiners conducting analysis of a latent fingerprint to
analyze it for evidence of distortion, determine whether it is ‘of
value,’ and document the data used during analysis” (OIG, 2011,
p. 27).

Initial analysis in isolation lacks the direction guided by the
comparison to a target. For example, when examining a latent
print from a crime scene, it may  be hard to know where to look
for minutia—the important characteristics in a print. Having a
suspect’s print can guide the examiner as to where such charac-
teristics may  be found on the latent print. It is therefore suggested
that examiners be allowed to revisit the analysis stage but docu-
ment their inquiry, justify it, and limit it (for example, for features
that were inconclusive during the initial analysis). Although this
revisit may  open the door to some bias, we  believe it is impor-
tant to use reasonable procedures that both balance the need
to avoid bias but facilitate examiners in doing their work. The
Office of the Inspector General (OIG, 2011) supports this cogni-
tively informed approach in its report: “a solution to bias may
be requiring initial analysis of the latent fingerprint in isolation
from the known fingerprints, but also permitting, with clear and
detailed documentation, some ‘re-analysis’ of the latent print
after comparison” (p. 28). A recent Expert Group set up by the
National Institute of Standards and Technology made a similar
recommendation (NIST, 2012, Recommendation 3.2).
The simplest way to protect against the biasing effects of contex-
tual variables is to conduct blind testing. Too often, examiners
are exposed to extraneous information from various sources
that may  taint their conclusions. It is important to shield them
from this information. There is no reason why examiners should
receive information that is not relevant to their work and that
they do not need. Thus, we recommend, as much as possible,
that forensic examiners be isolated from undue influences such as
direct contact with the investigating officer, the victims and their
families, and other irrelevant information—such as whether the
suspect had confessed.
Blind testing can shield the forensic examiner from a confes-

sion, eyewitness identification, and other information about an
investigation that is irrelevant to their forensic work. But it does
not protect against the simple base-rate assumption that any
individual identified as a suspect is the likely perpetrator. In
 Memory and Cognition 2 (2013) 42–52 49

current forensic practice, examiners often compare a sample of
material to that of a target, presumably belonging to the sus-
pect, in an effort to determine if the two  samples derive from
the same individual. This protocol is structurally identical to the
eyewitness “showup” in which a witness is asked to make a
memory-based identification decision via exposure to a single
individual. Research shows that showups result in more false
positive errors when the suspect and comparison are generally
similar to one another (Steblay, Dysart, Fulero, & Lindsay, 2003).
Modeled after the extensive scientific literature on best way
to collect eyewitness identifications (Wells et al., 1998), which
forms the basis for a set of best practice guidelines adopted by U.S.
Department of Justice (Technical Working Group for Eyewitness
Evidence, 1999), we  agree with Saks et al. (2003) in proposing,
when possible, the use of an evidence lineup.

Modeled after the practice of administering a photograph
eyewitness lineup, often called a “six pack,” we would rec-
ommend that a target-blind examiner be presented with
six samples—one belonging to the suspect and five plausi-
ble fillers (for the importance of having lineup identifications
conducted by a blind administrator, see Canter, Hammond,
& Youngs, 2012). From that array, he or she would then
seek to determine which, if any, constitutes a match to the
evidence found at the crime scene or on the victim. In
the only test of the effects of an evidence lineup, Miller
(1987) presented students trained in human hair identifica-
tion with hair samples recovered from a crime scene, which
they compared against either a singular innocent suspect
sample or a “target-absent lineup” of five innocent samples.
Results indicated that the use of a lineup produced a sig-
nificantly lower error rate than the traditional method (3.8%
vs. 30.4%, respectively). Given that none of the samples pre-
sented was  a true match, all of the errors committed were false
positives.

• The verification of forensic decisions should be a more controlled
process in which blind and double-blind procedures are used
whenever possible. Such procedures would require that the ver-
ifier is not informed of the initial conclusion; if possible, that the
verifier does not know who the examiner was; and that the exam-
iner does not select the verifier (a common practice in many
laboratories). Cross-laboratory verifications are also advisable
to provide an independent means of checking on the propri-
ety of the initial forensic work (Koppl, Kurzban, & Kobilinsky,
2008).

• Technology plays an increasing and effective tool in solving
crimes, enabling the speedy examination of large databases.
As noted earlier, however, such technology that examines mil-
lions of potential suspects can also lead to error because the
likelihood of finding incidental close non-matches is increased
(Dror & Mnookin, 2010). This technology can also unwittingly
provide meta-data, such as a ranking of potential candi-
dates, which can bias expectations and cause examiners to
miss matches or make incorrect identifications (Dror et al.,
2012).

To minimize this problem, careful consideration should be
given to deploying these technologies. When a list of poten-
tial candidates is provided, that list should be reasonable in
length and the order of entries should be randomized as
a way to keep examiners from developing a strategy that
considers candidates according to their ordinal position on
the list. This simple safeguard will enable human examin-
ers to evaluate each candidate fully, equally, and without
bias.
• Finally, we believe that it would be useful for forensic
science education and certification to include train-
ing in basic psychology that is relevant to forensic
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work—for example, psychology coursework that addresses
experimental methods as well as aspects of perception,
judgment and decision making, and social influence,
all illustrated through the use of forensic case materi-
als.

.2. Reducing bias in the courts

The forensic confirmation bias spawns three problems. The first
s that it can corrupt the conclusions and testimony of forensic
xaminers. The second problem is that these conclusions, once cor-
upted, can have grave consequences—influencing other lines of
vidence, be it other forensic examiners, eyewitnesses, and even
nducing false confessions among the suspects themselves. The
hird problem is that these biased sources of information are pre-
ented to judges, juries, and appeals courts, which heavily rely on
orensic science evidence in their decision-making.

To address these problems, we believe it is important that legal
ecision makers be educated with regard to the procedures by
hich forensic examiners reached their conclusions and the infor-
ation that was available to them at that time. In particular, both

rial and appellate courts should be trained to ask “What did the
xaminer know and when did he or she know it?” and probe rou-
inely for the possibility of contamination across items of evidence
hat are allegedly independent and corroborative. In cases in which

 forensic examiner was unduly exposed and possibly biased by
xtraneous information, such forensic evidence should be subject
o a pretrial reliability hearing aimed at determining if the judg-

ent was tainted and should be excluded rather than admitted
nto evidence.

At the trial level, judges and juries need to know that forensic
cience conclusions that appear to corroborate a confession or eye-
itness identification may, in fact, have been influenced by these
reviously collected forms of evidence. This problem has relevance
t the appellate level as well. In the U.S., appeals courts may  deter-
ine that flawed evidence (e.g., a coerced confession or suggestive

yewitness identification) was erroneously admitted at trial but
hat this trial error was “harmless” (the implication of which is to
ffirm a defendant’s conviction) based on an assessment whether
hat error had contributed to the jury’s verdict in light of all of the
vidence presented (for a history of the harmless error rule, see
ilaisis, 1983; as applied to confessions, see Arizona v. Fulminante,
991; Kassin, 2012).

This harmless error doctrine—that an erroneously admitted con-
ession can prove harmless if other evidence is sufficient to support
onviction—rests on the tacit and often incorrect assumption that
he alleged other evidence was independent of the erroneously
dmitted item, say, a coerced confession. Indeed, according to
arrett (2011),  appellate courts that conducted post-conviction

eviews of several confessors who were later exonerated had
ffirmed the convictions by citing the “overwhelming nature of
he evidence against them” (p. 1107). In light of classic psychol-
gy research on perceptual and cognitive confirmation biases and
he more recent studies of psychological contamination of foren-
ic evidence, we now believe that the courts must consider the
roposition on a case-by-case basis that the erroneous evidence
resented at trial had corrupted the very forensic examinations that
ere used to make the error appear harmless.

Going forward, therefore, we believe that the research reviewed
n this article has far reaching implications not only for how forensic
xaminations are conducted but for how the evidence, once gath-
red, is later presented and evaluated in the courts. It is clear that

orensic science evidence often involves subjective judgments that

ay  be biased in a variety of ways. Such influences are psycho-
ogical in nature, and therefore an area ripe for further empirical
esearch. This research will not only enhance forensic work and
n Memory and Cognition 2 (2013) 42–52

the administration of justice but also provide insights and a testing
ground for psychological theory.
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Na#onal	  Academy	  of	  Sciences	  Report	  	  (2009)	  

• Warned:	  	  
-‐Field	  reliability	  of	  techniques	  is	  unknown	  
-‐Techniques	  subject	  to	  bias	  because	  labs	  “lack	  
independence”	  from	  agencies	  that	  use	  them	  
	  

• Called	  for:	  
	  -‐	  “…research	  on	  human	  observer	  bias	  and	  
	  sources	  of	  human	  error	  in	  forensic	  
	  examinaBons	  …	  to	  determine	  the	  effects	  
	  of	  contextual	  bias	  in	  forensic	  pracBce.”	  	  

	  
• Did	  not	  specifically	  addressing	  forensic	  psychology	  
or	  psychiatry.	  But	  similar	  principles	  apply….	  
	  

“Crisis	  of	  Confidence”	  in	  Psychological	  Science	  

• Widely	  publicized	  misconduct	  and	  fraud	  	  
• e.g.,	  Stapels	  case	  

	  
• Researchers	  won’t	  share	  data	  for	  re-‐analysis	  	  

• see	  Wicherts	  et	  al,	  2011	  

• Widespread	  “quesBonable	  research	  pracBces;”	  	  
Easy	  manipulaBons	  to	  obtain	  desired	  results	  	  	  

• Simmons	  et	  al,	  2011;	  John	  et	  al,	  2012	  
	  

• “Allegiance	  effects”	  in	  research	  on	  therapy,	  etc	  
• Since	  Luborsky	  et	  al,	  1975	  
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Adversarial 
Allegiance  

in Forensic 
Mental 
Health  

Evaluation: 

•  The tendency for forensic 
evaluators to interpret data 
and form opinions in a 
manner that better supports 
the party that retains them  

How might we measure allegiance? 

	  	  
•  Forensic Assessment 

Instruments have 
well-documented 
reliability values, at 
least in formal 
research studies. 

•  We know what 
reliability values we 
should expect from 
certain instruments 

In the field… 

•  Does reliability remain as 
strong? 

 
•  If not, do scores differ 

systematically, depending 
on the side that requested 
them? 

One attempt to measure allegiance effects using  
Hare’s Psychopathy Checklist-revised (PCL-R) 

0 0.5 1

Opposing	  evaluators	  in	  Texas	  SVP

Test-‐Retest	  Reliability	  over	  2	  years

Research	  assistants	  (in	  research)

Clinicians	  (in	  research)

0.42

0.6

0.85

0.9

PCL-‐R	  ICC	  values	  reported	  in	  research

ICC	  values
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What determines a PCL-R score in 
Texas SVP cases? 

ICC = .42 

Combining analyses from: 
Boccaccini et al, 2008 
Murrie et al., 2008; 2009 

Risk Measure Agreement among Opposing Evaluators: 
Texas SVP cases 

ICC (A, 1) Mean 
score:  

Prosecution 

Mean 
score: 

Defense 

Effect size 
(d)  for 

difference 

PCL-R .42 24.3 18.5 .78 

MnSOST-R .44 8.9 5.4 .85 

Static-99 .62 4.8 4.3 .34 

Murrie et al., 2009 

Other perspectives on allegiance  
in the field 

•  The Static-99R shows least allegiance effects, 
perhaps because scoring is so structured 

•  But there is more room for subjective judgment in 
selecting the “norms” or comparison group for score 
reporting 

•  Do evaluators who work for different sides report 
different score reporting practices? 

–  (Chevalier, Boccaccini, & Murrie, in press) 
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NaBonal	  Survey	  of	  StaBc-‐99R	  score	  report	  pracBces	  	  

Comparisons	  of	  the	  Sta#c-‐99R	  Repor#ng	  Prac#ces	  of	  Pe##oner,	  State	  Agency,	  and	  Defense	  Evaluators 
	   Percentage	  of	  evaluatorsa 	   Odds	  RaBo 

Survey	  ques#on/response 
ProsecuBon	  

 

State	  
agency	  

 
Defense	  

 	   
Pros	  vs.	  
State 

Pros	  vs.	  
Defense 

State	  	  
vs.	  Defense 

Norms	  reportedb 	   	   	   	   	   	   	   
	   	   	   	   	   	   	   	   
	  	  	  	  	  High	  risk/need 94.4 64.3 33.3 	   9.43* 34.00*** 3.60* 
	  	  	  	  	  Non-‐rou#ne 27.8 28.6 11.1 	   0.96 3.08 3.19 
	  	  	  	  	  Preselected	  treatment 11.1 26.2 16.7 	   0.35 0.63 1.77 
	  	  	  	  	  Rou#ne	  sample 27.8 42.9 88.9 	   0.51 0.05*** 0.09*** 
	   	   	   	   	   	   	   	   
Norms	  most	  important	  for	  SVP	  
evals?c 

	   	   	   	   	   	   	   

	  	  	  	  	  High-‐risk/need 77.8 52.4 16.7 	   3.18 17.54*** 5.49* 
	  	  	  	  	  Rou#ne	  sample 5.6 23.8 72.2 	   0.19 0.02*** 0.12*** 
	   	   	   	   	   	   	   	   
SVP	  evaluators	  should	  usually	  
report	  high	  risk/need	  rates 83.3 66.7 11.1 	   2.50 40.00*** 20.78*** 

Reports	  recidivism	  rate	  confidence	  
interval 

44.4 40.5 77.8 	   1.18 0.23* 0.19* 

Reports	  classifica#on	  accuracy	  
sta#s#cs 

5.6 9.5 38.9 	   0.56 0.09* 0.17** 

Some	  difficulty	  choosing	  norms 27.8 59.5 33.3 	   0.26* 0.77 2.94 

“Allegiance effects”? 
 

 Or just selection effects? 

Selection Effects 

PROSECUTION     DEFENSE 

Prosecution 
Minded 

Defense Minded 

Shrewd attorneys retain evaluators who are  
already oriented towards their side. 

Evaluators 
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Allegiance	  Effects	  

PROSECUTION     DEFENSE 

After retention, evaluators become more allied as they interpret case data 
in a way that supports the side that retained them. 

  Evaluators 

To really explore adversarial allegiance: 

 
•  Exclude attorney selection effects 
•  Exclude evaluator selection effects 

•  Ideally...a true experiment 
– Random assignment to opposing sides 
– Review identical case materials 
– Offer well-quantified opinions (e.g., test scores) 

A	  TRUE	  EXPERIMENT	  
Exploring	  adversarial	  allegiance:	  	  
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Recruitment	  

Response 

•  >100 applications, from 15 states 
•  Doctoral-level forensic clinicians 
•  Most with sex offender evaluation 

experience 
•  Two sessions  

– Fall (mostly Virginia and adjacent states) 
– Spring (broader range of states) 

Training 
•  PCL-R 

 Adelle Forth 
 1.5 days + evening homework 
 Practice scoring 
 Briefer than standard (less research background) 

 
•  Static-99 

Eric Madsen (VaDOC, extensive experience) 
 .5 days training 
 Practice Cases 
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Why training?   

•  Recruitment Tool 

•  Ensures some uniformity in participant 
background and training 

•  Ensures more uniformity than most field 
settings 

At the Conclusion of Training… 

•  Participants committed to return for paid 
file scoring 

 
•  Participants completed: 

–   Background questionnaire 
–   Experience questionnaire  
–   “Typical PCL-R score” questionnaire 
– “Foreshadowing” questions  

Dropping hints on 
training day…. 
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Experiment 

•  Participants returned 2-3 weeks after 
training 

•  Informed that large-scale consultation was 
arranged by a Texas agency to review 
pending SVP cases, due to concerns about 
original screening evaluators 

DEFENSE 
(“Defense 

Counsel for 
Offenders”) 

PROSECUTION 
(“Civil 

Prosecution 
Unit”) 

108 Trained Forensic Clinicians Participants: 

Randomly assigned to 
believe they are 

providing scores for:  
 

Meet with (same) attorney 

Review (same) 4 cases  
 

Provide scores 

Materials 

•  Actual SVP files (sanitized) 
•  Files included 

– Law enforcement records 
– Correctional records 
– Treatment Program Clinical interview  
– Fabricated PCL-R interview transcript 

(designed to correspond to case file) 
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PASTE	  PICTURES	  

Cases 

Mid-‐range	  PCL-‐R	  

Higher	  PCL-‐R	  

Higher	  PCL-‐R	  

Very	  low	  PCL-‐R	  

Victims 

PK 

TR 

KL 

EJ 

1

2 

3 

4 

R
an

d
om

iz
ed

 O
rd

er
 

A
lw

ay
s 

L
as

t 

Teenage 
males 

Adult 
females 

Child + 
teen 
males 

Children, 
female 

Measures 

•  When returning each file, participants 
provided: 
–   PCL-R score 
–   Static-99 score 

•  After completing all files, participants 
completed: 
– Attitudes measure (1 = disagree, 5 = agree)  
– e.g., “We need special policies and procedures for 

sex offenders to help protect the public.” 
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Debriefing 

•  Manipulation check  
– Did they understand the assignment? 
– Suspicions or doubts? 
 

•  Explanation of true study purpose 
– Comments 
 

•  Still receive payment and CEUs 
 

•  Invitation for follow-up survey 

Attrition (n = 10) 
•  Did not return to score files 

Attended Training  (N = 118) 

Randomly assigned and scored cases (n = 108) 

Removed after Debriefing (n = 9): 
•  Failed to identify retaining “side”  (n = 5) 
•  Suspected cover story was a sham (n = 4) 

Defense (n = 49) 

Sample for Analyses (N = 99) 

Prosecution (n = 50) 

Did scores differ depending 
on the side that requested 

them? 
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PCL-R Results 
 
 

Case 1: Allegiance Effects 
Prosecution Defense 

PCL-R Score M (SD) M (SD) d 

Total 16.6 
(3.5) 

13.4 
(4.1) .85** 

Factor 1 11.2 
(2.6) 

8.9 
(3.2) 

.78** 

Factor 2 3.9 
(1.7) 

3.1 
(1.6) .45*  

*p < .05. **p < .01 

Case 1: Score Ranges 

Side Min Max Range 

Prosecution 11.0 29.0 18.0 

Defense 5.0 22.0 17.0 

•  But… evaluators on the SAME SIDE 
often assigned very different PCL-R Total 
scores 



12/14/14 

12 

How Likely are “Large” Differences? 

•  This variability means that: 

– Although state scores are, on average, higher than 
defense scores… 

– …defense scores are, at times, higher than state 
scores. 

 

•  If we randomly select one state and one 
defense evaluator, 

–  How often do they differ by > 6.0 points (2 SEM)?   
–  These (tedious) analyses are more relevant to the field 

Difference Scores Example 

•  Calculate difference between each state 
and each defense evaluator 

Side Prosecution Defense dif 

Example 1 20 10 +10 

Example 2 20 29 -9 

Case 1 Difference > 6.0 

Difference % 

Prosecution > Defense by 6.0+ 29% 

Defense > Prosecution by 6.0+ 4% 
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Case 1 Difference > 3.0 

Difference % 

Prosecution > Defense by 3.0+ 51% 

Defense > Prosecution by 3.0+ 11% 

Results:  mean PCL-R scores   

Case:	   Prosecu,on	  Expert	   Defense	  Expert	   Effect	  size	  	  

1	   16.6	   13.4	   .85***	  	  

2	   26.5	   23.2	   .76***	  	  

3	   26.4	   24.0	   .55**	  	  

4	   7.8	   7.8	   -‐.01	  	  
Effect	  size	  expressed	  as	  Cohen’s	  d.	  	  	  
*p	  <	  .05.	  **p	  <	  .01.	  ***p	  <	  .001.	  	  

Results:  What percentage of opposing evaluator 
pairs would differ by twice the SEM?   

Case:	   Prosecu,on	  >	  	  
Defense	  

Defense	  >	  
Prosecu,on	  

1	   29%	   4%	  

2	   33%	   7%	  

3	   28%	   9%	  

4	   13%	   12%	  
Results	  reflect	  randomly	  selec@ng	  every	  possible	  combina@on	  of	  defense/prosecu@on	  pairs	  
for	  each	  case	  (~2,400),	  and	  calcula@ng	  the	  percentage	  of	  score	  differences	  greater	  than	  
2SEM	  (or	  6	  points)	  on	  PCL-‐R.	  	  	  
In	  research	  contexts,	  score	  differences	  of	  >2SEM	  occur	  in	  <2%	  of	  cases	  
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Quick Summary 

•  When we control for selection effects… 
 

– We find adversarial allegiance effect in 3 of 4 
cases 

 

– Prosecution scores about 3 points higher than 
defense, on average 

– Most “Big” (> 3.0 or > 6.0 points) differences 
are in the direction of adversarial allegiance    

But, does it depend on… 

•  Does allegiance effect depend on ….? 

–   Prior PCL-R experience 
–   SVP attitudes 
–   “Typical” PCL-R scores 

•  No, no, and no 

–   No moderating effects 

Static-99R Results 
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Static-99R 
Prosecution Defense 

Cases M (SD) M (SD)  d 

Case 1 4.5 
(.85) 

4.1 
(1.0) 

 .42* 

Case 2 5.6 
(1.3) 

5.3 
(1.1) 

 .24 

Case 3 5.6 
(1.8) 

5.3 
(1.6) 

 .20 

Case 4 1.9 
(1.2) 

1.7 
(1.1) .14 

Field vs. Experimental Findings 
 
 

Compare and Contrast Designs 

•  Field study (Murrie et al., 2008; 2009) 

– Attorneys select experts (mostly) 

– Score differences could be due to adversarial 
allegiance or selection effects 

•  Experiment 

– Randomly assign experts to sides (no selection) 

– Any effects we observe cannot be selection effects 



12/14/14 

16 

Compare and contrast findings (PCL-R) 

Field Experiment 

Mean difference 6.0 3.0 

State 6.0+ higher 40% 30% 

Defense 6.0+ higher 6% 11% 

•  Selection likely accounts for some, but not all of 
the effect observed in the field 

Compare and contrast (Static-99R) 

Field Experiment 

Mean difference 0.5 0.3 

State 2 SEM+ higher 16% 18% 

Defense 2 SEM + higher 4% 10% 

•  Selection likely accounts for some, but not all of 
the effect observed in the field 

What did participants think about allegiance?  
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After the study and debriefing 

•  Participants left with their own 
scoresheets and the “correct” scores 

•  Follow-up, online survey  
–  (for additional CEUs) 

•  60% response rate 
•  Divided evenly between defense and 

prosecution 

	  	  
0 1 2 3 4 5 6

Subjectivity	  of	  the	  	  test	  items

Desire	  to	  be	  more	  accurate

Desire	  to	  provide	  helpful	  info	  to	  agency

Attorney	  said	  prior	  scores	  too	  high/low

My	  beliefs	  about	  limits	  of	  risk	  instruments

My	  beliefs	  about	  SVP	  laws

Sense	  of	  being	  part	  of	  the	  team

Suggestion	  of	  	  future	  work	  for	  attorney

What	  influenced	  your	  scores….

...on	  the	  PCL-‐R …on	  the	  Static-‐99R

Who is most vulnerable to allegiance? 

Open-ended responses, grouped by themes 



12/14/14 

18 

Who is least vulnerable to allegiance? 

Open-ended responses, grouped by themes 

Allegiance is a problem. 
Participants who…. tended to name  

these evaluators… 
…as most vulnerable to allegiance 
effects. 

Worked for state facilities  Private practice evaluators 

Were more experienced Inexperienced evaluators 

Were older “Younger” “Novice” or “Less 
mature” evaluators 

Worked in academic settings Evaluators who lacked training, 
especially reliability training 

For others. 

“Bias Blind Spot” (Pronin, 2007) 

•  We recognize bias in human judgment …
except when that bias is our own. 

•  Because: 
1. We rely on introspection to screen for bias 

– …but bias is usually non-conscious 

2. We assume our perceptions directly reflect       
reality (“naive realism”) 

– …so anyone who perceives differently must be biased 
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•  Outright	  “Hired-‐Gun”	  behaviors	  
•  (probably	  uncommon)	  
	  

•  Common	  CogniBve	  Errors	  
– Expectancy	  Effects	  
– Anchoring	  
– SuggesBon	  Effects	  
– ConfirmaBon	  Bias	  
– MoBvated	  Reasoning	  
	  

Other contributing factors: 

How might we reduce allegiance? 

•  Structural	  changes:	  
– “Neutral	  experts”	  

•  Ohen	  recommended,	  but	  bring	  new	  challenges	  

– “Blinded”	  referrals	  
•  Borrowed	  from	  research	  methods	  

– Term	  limited	  evaluators	  
•  Borrowed	  from	  accounBng/	  audiBng	  

•  Clinician	  Changes:	  
–  Improved	  Evaluator	  	  training	  and	  oversight	  
– Self	  scruBny	  as	  habit,	  and	  professional	  priority	  

	  	  

Thank you: 

•  NSF, Law and Social 
Sciences program 

•  Adelle Forth 
•  Eric Masden 
•  “Blue Ribbon Panel” 
•  Pilot-testers 
•  Study Consultants 

For comments or  
more info: 

•  Murrie@Virginia.edu 
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General Article

Recently, the National Research Council (NRC, 2009) 
warned that the accuracy and reliability of many popular 
forensic-science techniques are unknown, that error rates 
are rarely acknowledged, and that forensic scientists are 
prone to bias because they are not independent of the 
parties requesting their services. Emerging research has 
clearly documented subjectivity and bias even in the 
forensic-science procedures that courts have tended to 
consider most reliable, such as analyses of DNA (Dror & 
Hampikian, 2011) and fingerprints (Dror & Cole, 2010). 
Thus, the NRC urged further research on the cognitive 
and contextual biases that influence forensic experts.

The NRC report did not specifically address mental-
health experts or forensic psychological evaluations.  
But psychological evaluations—like other forensic- 
science procedures—are often admitted as evidence or 
presented via expert testimony in adversarial legal pro-
ceedings. Indeed, evaluations by mental-health experts 
influence decisions as grave as death sentences (Barefoot 
v. Estelle, 1983) and indefinite civil confinement (Kansas 
v. Hendricks, 1997). Therefore, recent concerns regarding 

forensic science raise questions about whether forensic 
psychological evaluations might suffer similar problems 
of unreliability and bias.

How reliable are forensic psychologists and psychia-
trists when they are retained as experts in adversarial 
legal proceedings? For more than a century, courts and 
legal scholars have lamented apparent bias among medi-
cal experts (Bernstein, 2008; Hand, 1901; Mnookin, 2008; 
Wigmore, 1923). Likewise, practicing judges and attor-
neys have complained that experts sacrifice objectivity 
for advocacy (e.g., Krafka, Dunn, Johnson, Cecil, & 
Miletich, 2002). But little psychological research has 
investigated what we call adversarial allegiance (Murrie 
et al., 2009), the presumed tendency for experts to reach 
conclusions that support the party who retained them. 
Psychology’s delay in investigating adversarial allegiance 
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is disappointing, because psychologists are uniquely 
suited to explore reliability and bias in decision making.

Field Studies of Risk Instruments 
Suggest, but Do Not Prove, Adversarial 
Allegiance

Recently, we investigated adversarial allegiance by exam-
ining civil commitment proceedings for sex offenders, 
also known as sexually-violent-predator (SVP) trials. SVP 
trials provide an ideal context for studying the possibility 
of adversarial allegiance, because court decisions depend 
largely on weighing testimony from opposing experts. 
Twenty states and the federal system have SVP laws, 
which allow them to identify sexual offenders whom 
they consider likely to reoffend and confine them indefi-
nitely after their incarceration (Kansas v. Hendricks, 
1997). SVP proceedings routinely involve forensic psy-
chologists and psychiatrists who are retained by oppos-
ing sides, conduct risk assessments of the same offender, 
and consider the same data, often using the same instru-
ments. So we could study adversarial allegiance in SVP 
proceedings by comparing the scores that defense-
retained and prosecution-retained evaluators assigned to 
offenders using popular risk-assessment instruments 
(Murrie, Boccaccini, Johnson, & Janke, 2008; Murrie  
et al., 2009).

Scores on risk instruments are an ideal metric to mea-
sure expert opinions because (a) experts routinely 
administer these instruments to inform legal proceedings, 
and (b) dozens of studies have documented strong inter-
rater agreement when clinicians score these instruments 
in research and practice contexts that are not adversarial. 
For example, Hare’s (2003) Psychopathy Checklist–
Revised (PCL-R), an instrument that relies on clinical 
interview and review of records, is widely used in foren-
sic assessments of risk for violence or sexual violence 
(Skeem, Polaschek, Patrick, & Lilienfeld, 2011). The PCL-R 
manual reports strong interrater agreement (intraclass 
correlation, or ICC = .87; Hare, 2003). Indeed, most (92%) 
pairs of scores from trained raters who score the same 
offender differ by fewer than 2 points (Gacono & Hutton, 
1994), even though PCL-R scores can range from 0 to 40.

However, in a small sample of SVP proceedings that 
featured PCL-R scores from defense-retained and prose-
cution-retained evaluators, the ICC for opposing evalua-
tors was .42, which indicated that less than half of the 
variance in PCL-R scores could be attributed to the 
offenders’ true standing on the PCL-R (Murrie et al., 
2009). Moreover, the average PCL-R score from prosecu-
tion experts was 24, whereas the average score from 
defense experts was only 18 (Cohen’s d = 0.78). The 
PCL-R may be especially vulnerable to this allegiance 

effect because it requires clinicians to make inferences 
about an offender’s personality and emotions (e.g., lack 
of guilt or remorse, superficial charm). The adversarial-
allegiance effect was smaller (d = 0.34) for the Static-99 
(Hanson & Thornton, 2000), a highly structured measure 
scored from file information about criminal history that 
requires less subjective judgment.

These field studies (Murrie et al., 2008; Murrie et al., 
2009) strongly suggest adversarial allegiance, in that 
prosecution-retained evaluators assigned higher scores 
and defense-retained evaluators assigned lower scores to 
the same offenders. But we cannot draw firm conclusions 
from these field studies alone, because they investigated 
scores from experts selected by attorneys. Conceivably, 
attorneys could have chosen specific experts because 
they perceived the experts already had attitudes or scor-
ing tendencies conducive to their case. Or perhaps attor-
neys consulted many experts, but arranged testimony 
only from those whose opinions were most supportive of 
their case. For example, a defense attorney might retain 
several evaluators to examine a client, but request testi-
mony only from the evaluator who assigned the lowest 
risk scores. Thus, the apparent allegiance in field studies 
might reflect selection effects, whether in terms of which 
expert an attorney selected to perform an evaluation or 
which findings an attorney selected to present at trial.

Understanding Adversarial Allegiance 
Requires a True Experiment

Field studies raise an important question that can be 
answered only with a true experiment. Is apparent alle-
giance due simply to attorneys choosing evaluators who 
have preexisting attitudes that favor their side, or to attor-
neys calling only experts with the most favorable find-
ings to testify in court (selection effects)? Or do evaluators, 
once retained and promised payment by one side, tend 
to form opinions that favor that side (allegiance effects)? 
If an experiment using random assignment failed to find 
allegiance effects, it would suggest that the apparent alle-
giance in the field is due primarily to one or both of these 
selection effects. But if an experiment using random 
assignment did find allegiance effects, it would suggest 
that being retained and paid by one side in an adversarial 
system may compromise objectivity among experts.

To answer this question, we recruited more than 100 
experienced forensic psychologists and psychiatrists, 
provided 2 days of in-person training on risk instruments 
from established experts, had them meet with an attor-
ney, and then paid them to score risk instruments for up 
to four offenders. We deceived participants to believe 
they were performing a large-scale, paid forensic consul-
tation. But unbeknownst to participants, they all received 
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exactly the same four offender files, and each participant 
was randomly assigned to believe that he or she was 
working for either the prosecution or the defense.

Method

Participants

We sent recruitment correspondence to a broad group of 
practicing forensic evaluators, offering “gold standard” 
training (and continuing-education credits) on the two 
most commonly used measures in sex-offender risk 
assessments: the PCL-R and Static-99R (Helmus, Thornton, 
Hanson, & Babchishin, 2012). This training was offered at 
no cost to participants who could commit to returning a 
few weeks later to spend 1 day scoring offenders at a pay 
rate typical of forensic consultation ($400). We received 
more than 100 applications from practicing, doctoral-
level forensic clinicians.

Of the 118 clinicians who participated in the risk-mea-
sure training, 108 returned to score files for the experi-
ment.1 Five who scored cases did not pass a manipulation 
check (i.e., they could not identify which side had 
retained them), and 4 expressed some suspicion that the 
cover story of scoring cases for a forensic consultation 
was a sham (see the Debriefing section). So we report 
results for the 99 participants (49 ostensibly retained by 
the defense, 50 ostensibly retained by the prosecution) 
who accepted the manipulation and believed they were 
scoring cases for one side of an adversarial process.

Participants (60% female, 40% male) came from 15 
states. Most (88%) reported having doctoral degrees in 
psychology (Ph.D. or Psy.D.). Others reported having a 
medical degree (7%) or another type of doctoral degree 
(5%). Most (84%) reported that they had experience con-
ducting forensic evaluations, and most (75%) reported 
that they had experience conducting sex-offender risk 
assessments. About half (51%) had used the PCL-R in 
practice, and about half (49%) had used the Static-99R in 
practice.

Training

The participants attended a single 2-day training. The first 
1.5 days (14 hr) involved training on the PCL-R, con-
ducted by an internationally known expert who had 
coauthored one version of the Psychopathy Checklist 
and provided many formal PCL-R workshops. The final 
half-day of training (4 hr) focused on the Static-99R. Our 
goal was not to train participants to a predetermined 
level of reliability (a common practice in validity studies) 
because evaluators in the field are never required to 
demonstrate a specified level of reliability before accept-
ing cases. Rather, we provided training to ensure that all 

participants had, at a minimum, completed the type of 
high-quality workshop that is offered to professionals in 
the field. Many evaluators cite workshop training as evi-
dence of their qualifications to score risk measures for 
SVP cases (Rufino, Boccaccini, Hawes, & Murrie, 2012), 
although it is possible that some evaluators administer 
these measures after receiving less formal training. 
Regarding deception at the training stage, participants 
were informed only that the training and subsequent 
scoring were funded by an “out-of-state agency” that 
wanted to ensure that all participants had rigorous train-
ing before they scored offender files.

Deception and experimental 
manipulation: scoring cases for the 
prosecution or defense

Participants returned about 3 weeks later to score 
offender files. They were randomly assigned2 to either a 
prosecution-allegiance or a defense-allegiance group and 
were deceived to believe that they were a part of a for-
mal, large-scale forensic consultation paid for by either a 
public-defender service or a specialized prosecution unit 
that prosecutes SVP cases. Immediately after arrival, par-
ticipants met for 10 to 15 min with a confederate (a for-
mer SVP attorney) who posed as an attorney for either 
the public-defender service or the specialized prosecu-
tion unit. The same attorney played both roles, but fol-
lowed a slightly different script (see the Supplemental 
Material available online) depending on whether the par-
ticipant had been randomly assigned to the defense or 
the prosecution.

The attorney addressed the defense-allegiance partici-
pants with statements that are typical of many defense 
attorneys (e.g., “We try to help the court understand that 
the data show not every sex offender really poses a high 
risk of reoffending”). Likewise, he addressed participants 
in the prosecution-allegiance condition with statements 
that are typical of prosecutors (e.g., “We try to help the 
court understand that the offenders we bring to trial are 
a select group whom the data show are more likely than 
other sex offenders to reoffend”). In both conditions, he 
asked participants to score the offenders using the two 
risk instruments. He also hinted at the possibility of future 
opportunities for paid consultation.

Participants were led to believe that, as a group, they 
were reviewing and scoring cases from a large cohort. 
But in truth, all participants scored the same four case 
files, which we selected to span the range from low risk 
to high risk. Each set of case materials was authentic (i.e., 
from an actual SVP case). The files included de-identified, 
but real, court, criminal, and correctional records. 
Specifically, these included real police investigation and 
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arrest documents; victim and witness statements; plea, 
judgment, and sentencing documents from court; presen-
tence investigation reports; criminal-history summary 
documents; prison intake and case-summary documents; 
prison placement documents; and prison disciplinary 
records. Prison records also included some material from 
routine psychological assessments performed by the pris-
on’s sex-offender treatment program, that is, results from 
the Personality Assessment Inventory (Morey, 1991) and 
a clinical interview (similar in content to a PCL-R inter-
view) conducted by treatment staff. Again, all of these 
records were real, but de-identified, material unique to 
each of the four cases. Finally, each file also included a 
realistic transcript of a fabricated PCL-R interview that we 
wrote to correspond to that file’s records. The fabricated 
PCL-R interview transcripts were cosmetically altered to 
appear as if they were part of the original records.

The four offender files were selected to be representa-
tive of SVP cases generally. One sex offender had adult 
victims, whereas three had child victims. All had been 
convicted of multiple sexual offenses. After the partici-
pants reviewed a case file,3 they scored the PCL-R and 
Static-99R.

Measures

Psychopathy Checklist–Revised.  Hare’s (2003) PCL-R 
is a 20-item measure of interpersonal, emotional, and 
behavioral traits, which clinicians score on the basis of an 
offender’s records and a clinical interview. PCL-R items 
are rated on a scale from 0 to 2, with higher scores 
reflecting a higher level of the psychopathic trait; these 
scores are summed to yield a Total score that can range 
from 0 to 40. Although forensic evaluators usually empha-
size PCL-R Total scores in reports or testimony, PCL-R 
items are divided into two factors: Factor 1 consists of an 
Interpersonal facet and an Affective facet, and Factor 2 
(Social Deviance) consists of an Impulsive Lifestyle facet 
and an Antisocial Behavior facet.

The PCL-R is the most widely used and well-researched 
measure of psychopathy, a personality construct charac-
terized by a self-serving interpersonal style, shallow emo-
tions, an unstable lifestyle, and antisocial behavior. 
Although it was not originally developed for risk assess-
ment, ample research suggests that PCL-R scores corre-
spond with violence and recidivism. For example, 
meta-analyses have found that PCL-R Total scores tend to 
be moderately associated with antisocial behavior 
(Leistico, Salekin, DeCoster, & Rogers, 2008), including 
sexual violence (Hawes, Boccaccini, & Murrie, 2013). 
Thus, the measure has become widely used in assess-
ments of risk for violence or sexual violence, and courts 
routinely admit expert testimony regarding PCL-R scores 
(DeMatteo & Edens, 2006).

The PCL-R manual (Hare, 2003) reports strong agree-
ment among independent raters for PCL-R Total scores 
(ICC = .87), at least outside of adversarial legal proceed-
ings. But the manual also reveals that interrater agree-
ment tends to be stronger for Factor 2 items that relate to 
antisocial behavior (e.g., criminal versatility, juvenile 
delinquency) and weaker for Factor 1 items (e.g., failure 
to accept responsibility, glibness/superficial charm), 
which may require more clinical inference.

Static-99R.  The Static-99R is an actuarial risk-assess-
ment instrument designed to predict sexual recidivism 
among sex offenders (Helmus et al., 2012). Composed of 
10 items that address an offender’s age and prior living 
arrangements, as well as several aspects of his offense 
history, the Static-99R is scored on the basis of file review. 
According to the Static-99 Clearinghouse (n.d.), the 
Static-99 (and now the Static-99R) is “the most widely 
used sex offender risk assessment instrument in the 
world, and is extensively used in the United States, Can-
ada, the United Kingdom, Australia, and many European 
nations.” It is widely accepted in legal proceedings, given 
its strong empirical relation to important outcomes and 
strong evidence of validity and reliability. For example, 
the Static-99 score is among the best-known predictors of 
sexual recidivism, and a meta-analysis of more than  
60 studies found a mean predictive effect (d) of 0.67 
(Hanson & Morton-Bourgon, 2009). A recent review of 
rater-agreement coefficients found a median rater-agree-
ment value of .90 (Hanson & Morton-Bourgon, 2009), 
suggesting that the Static-99 and Static-99R meet or exceed 
commonly accepted standards for reliability in psycho-
logical measures. Compared with PCL-R items, Static-99R 
items (e.g., age at release, any male victims) appear fairly 
straightforward and require less clinical inference to score.

Clinician attitudes.  One potential explanation for any 
allegiance effects we might observe would be preexisting 
differences in clinicians’ attitudes (i.e., if participants 
assigned to score files for the prosecution tended to have 
a harsher perspective on sexual offenders than partici-
pants assigned to score files for the defense). So, although 
we randomly assigned participants to the prosecution 
and defense conditions, we nevertheless had participants 
complete two additional measures that allowed us to 
check whether participants in the two conditions were 
similar in their attitudes regarding sexual offenders.

We asked participants to complete a five-item ques-
tionnaire at the end of the scoring day, to avoid revealing 
that their attitudes and scoring patterns were the focus of 
study. The questionnaire asked them to rate the extent to 
which restrictive policies for sex offenders (e.g., SVP 
laws) are necessary and reasonable. For example, one 
item read, “Laws that allow states to civilly commit 
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potentially dangerous sex offenders who have completed 
their sentences are reasonable strategies to protect peo-
ple in the community” (1 = strongly disagree, 5 = strongly 
agree). Internal consistency for this attitudes measure 
was .79. We also asked participants (at the end of PCL-R 
training) to report their best estimate of the typical PCL-R 
Total score among offenders who have committed sexu-
ally violent crimes against (a) adults and (b) children.

Debriefing

After participants completed the presumed forensic con-
sultation, we performed a manipulation check, in which 
a member of the research team met privately with each 
participant. The researcher asked about the participant’s 
understanding of study goals, and then asked explicitly 
whether the participant was suspicious about any addi-
tional or hidden study goals. The 4 participants who con-
veyed any degree of suspicion (ranging from vague 
suspicion to more specific guesses about alternate study 
goals) were excluded from subsequent data analysis, as 
were the 5 who could not identify which side retained 
them. The researcher then described the experimental 

manipulation and the true study goals. Although all par-
ticipants had the option of withdrawing their data from 
the study, none did so. All received the payment ($400) 
and continuing-education credits originally promised.

Results

Overall, the risk scores assigned by prosecution and 
defense experts showed a clear pattern of adversarial 
allegiance. As expected, allegiance effects were stronger 
for the PCL-R, a measure that requires more subjective 
clinical judgment, than for the Static-99R, a measure that 
requires less clinical judgment (see Table 1). For the 
PCL-R Total score, independent-samples t tests indicated 
that prosecution-retained evaluators assigned signifi-
cantly higher scores than defense-retained evaluators for 
Case 1, t(94) = 4.15, p < .001; Case 2, t(94) = 3.73, p < 
.001; and Case 3, t(97) = 2.71, p = .008; but not Case 4, 
t(62) = −0.33, p = .97. Cohen’s d for the three cases with 
significant effects ranged from 0.55 to 0.85, and were 
similar in magnitude to effects (d = 0.63–0.83) docu-
mented in a sample of actual SVP proceedings (Murrie  
et al., 2009). The one case for which the PCL-R Total 

Table 1.  Differences Between Risk-Measure Scores From Evaluators Randomly Assigned and Paid to Score Cases for the 
Prosecution or the Defense

  Prosecution   Defense       Effect size

Score and case M SD  M SD Cohen’s d 95% confidence interval

PCL-R Total  
  Case 1 16.64 3.50 13.41 4.10 0.85*** [0.43, 1.26]
  Case 2 26.53 4.32 23.22 4.37 0.76*** [0.35, 1.17]
  Case 3 26.40 4.69 24.00 4.14 0.55** [0.14, 0.94]
  Case 4 7.81 4.09 7.84 3.36 –0.01 [–0.32, 0.31]
PCL-R Factor 1 (Interpersonal/Affective)  
  Case 1 11.22 2.60 8.95 3.20 0.78*** [0.36, 1.18]
  Case 2 8.34 2.72 6.51 2.95 0.65** [0.23, 1.05]
  Case 3 11.91 2.80 11.27 2.52 0.24 [–0.15, 0.63]
  Case 4 4.74 3.30 4.60 2.66 0.05 [–0.44, 0.54]
PCL-R Factor 2 (Social Deviance)  
  Case 1 3.86 1.68 3.13 1.60 0.44* [0.04, 0.85]
  Case 2 15.61 2.26 14.45 2.19 0.52** [0.11, 0.93]
  Case 3 12.26 2.36 10.65 2.00 0.73*** [0.33, 1.14]
  Case 4 2.58 1.45 2.98 1.79 –0.25 [–0.74, 0.25]
Static-99R  
  Case 1 4.46 0.85 4.06 1.05 0.42* [0.01, 0.82]
  Case 2 5.56 1.35 5.27 1.05 0.24 [–0.16, 0.64]
  Case 3 5.62 1.81 5.29 1.57 0.20 [–0.20, 0.59]
  Case 4 1.85 1.21 1.69 1.11 0.14 [–0.35, 0.64]

Note: Evaluators scored cases using the Psychopathy Checklist–Revised (PCL-R; Hare, 2003) and the Static-99R (Helmus, Thornton, Hanson, 
& Babchishin, 2012). Statistical significance of the difference between conditions was determined using independent-samples t tests (two-
tailed). For the four cases, ns were as follows—Case 1: n = 96; Case 2: n = 96; Case 3: n = 99; Case 4: n = 64.
*p ≤ .05. **p ≤ .01. ***p ≤ .001.
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scores did not show an allegiance effect was one we had 
selected to be unusually low in psychopathy;4 this case 
received unusually low scores both from prosecution-
retained (M = 7.81) and defense-retained (M = 7.84) 
evaluators.

Adversarial-allegiance effects were evident for both 
Factor 1 (Interpersonal/Affective) and Factor 2 (Social 
Deviance) scores from the PCL-R, as detailed in Table 1. 
In terms of absolute value, Factor 1 effects were larger 
than Factor 2 effects in two of the three cases with Total 
score allegiance effects, which is consistent with findings 
that Factor 1 items tend to require more subjective judg-
ment to score (Rufino, Boccaccini, & Guy, 2011). For 
Case 3, however, there was a significant effect for Factor 
2 scores (d = 0.73, p < .001), but not Factor 1 scores (d = 
0.24, p = 24). Examination of the Factor 1 facets for Case 
3 indicated that there was some evidence for an alle-
giance effect for Facet 2 (Affective traits) scores, t(97) = 
1.94, p = .06, d = 0.39, 95% confidence interval (CI) = 
[−0.01, 0.79], but not Facet 1 (Interpersonal traits) scores, 
t(97) = 0.08, p = .94, d = 0.01, 95% CI = [−0.38, 0.41].

For the Static-99R, a more structured measure, prose-
cution-retained evaluators tended to assign higher scores 
than defense-retained evaluators in each of the four cases 
(see Table 1), but the difference was large enough to 
reach statistical significance for only Case 1 (d = 0.42, p = 
.05). The effect sizes across these four cases (ds = 0.14, 
0.20, 0.24, and 0.42) were similar to, although somewhat 
smaller than, the effect sizes (d = 0.29–0.37) reported 
across 27 actual SVP cases (Murrie et al., 2009).

Differences among pairs of 
prosecution- and defense-retained 
evaluators

In court, judges and juries would never consider risk-
instrument scores that have been averaged across many 
experts. Rather, they usually hear expert testimony about 
risk scores from two experts: one called by each oppos-
ing side. Moreover, because all test scores are influenced 
to some extent by random measurement error, it is unre-
alistic to expect two experts to assign exactly the same 
score in every case. Small score differences may be triv-
ial, even if they are in the direction of allegiance. The 
mean scores in Table 1 do not provide any information 
about how often, if ever, one might expect large, non-
trivial differences in risk scores within pairs of opposing 
experts.

Therefore, we conducted a series of follow-up analy-
ses to examine how likely it was that a randomly selected 
prosecution-retained evaluator and a randomly selected 
defense-retained evaluator would assign scores that were 
so different that they could not be explained by expected 

random measurement error. We considered the differ-
ence between a pair of scores to be meaningful if it was 
more than twice the standard error of measurement 
(SEM) for the risk instrument. The SEM is the amount that 
experts’ scores for the same offender could be expected 
to differ as a result of random measurement error. Given 
a normal curve, one would expect only about 32% of dif-
ference scores to be larger than the SEM, and only about 
4% to be more than twice as large as the SEM (i.e., > 2 
SEM units). In the absence of adversarial allegiance, pros-
ecution-retained evaluators would be expected to assign 
scores that are more than twice the SEM higher than the 
scores of defense-retained evaluators in about 2% of 
cases, and vice versa.

For each of the four cases, we calculated a difference 
score for each possible pairing of prosecution- and 
defense-retained evaluators. This process yielded approx-
imately 2,400 difference scores for each measure, for 
each case. We then calculated the percentage of differ-
ence scores that were more than twice the SEM in the 
direction of allegiance (prosecution’s score > defense’s 
score) and the percentage that were more than twice the 
SEM in the opposite direction (see Table 2). The SEM for 
the PCL-R is about 3.0 points, and the SEM for the Static-
99R is about 1.0 point.

The findings in Table 2 show two clear effects. First, 
more than 20% of the score pairings for each case led to 
a score difference that was more than twice the SEM, 
although only about 4% of score pairings in research 
contexts lead to score differences this large. There were 
four instances in which more than 35% of the score pair-
ings led to differences that were greater than 2 SEMs: 

Table 2.  Percentage of Opposing Evaluator Pairs Whose 
Difference in Risk Scores Was Greater Than Twice the Standard 
Error of Measurement

Score and 
case

Prosecution’s score > 
defense’s score

Defense’s score > 
prosecution’s score

PCL-R  
  Case 1 29% 4%
  Case 2 33% 7%
  Case 3 28% 9%
  Case 4 13% 12%
Static-99R  
  Case 1 18% 7%
  Case 2 20% 12%
  Case 3 28% 21%
  Case 4 20% 18%

Note: Evaluators scored cases using the Psychopathy Checklist–
Revised (PCL-R; Hare, 2003) and the Static-99R (Helmus, Thornton, 
Hanson, & Babchishin, 2012).
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Cases 2 (40%) and 3 (37%) for the PCL-R and Cases 3 
(49%) and 4 (38%) for the Static-99R. Second, most large 
(i.e., > 2 SEM) differences were in the direction of adver-
sarial allegiance, with the prosecution-retained evaluator 
assigning higher scores and the defense-retained evalua-
tor assigning lower scores. This pattern was especially 
clear for the PCL-R. For the three cases with clear PCL-R 
allegiance effects, 28% or more of all possible score pair-
ings led to a score difference of more than 2 SEMs in the 
direction of allegiance. Again, score differences greater 
than 2 SEMs in one direction (e.g., prosecution’s score > 
defense’s score) should occur in only about 2% of cases, 
according to rater-agreement values from nonadversarial-
research contexts. Between 4% and 9% of PCL-R score 
pairings in the three cases with clear allegiance effects 
led to large differences in the opposite direction, which 
is also more than the 2% expected on the basis of nonad-
versarial research, but these differences clearly were not 
as common as large differences in the direction of alle-
giance (≥ 28%).

Potential explanations for allegiance 
effects

One possible alternate explanation for our findings is 
that, despite random assignment, evaluators assigned to 
score for the prosecution maintained harsher attitudes 
toward sex offenders or had different types of clinical 
experience than did those assigned to score for the 
defense. But we found no evidence for this alternate 
explanation. Prosecution- and defense-retained evalua-
tors did not differ in their ratings on our five-item mea-
sure of support for restrictive sex-offender policies,  
t(97) = 0.07, p = .95, d = 0.02; their estimate of the typical 
PCL-R Total score among sex offenders with adult vic-
tims, t(93) = 0.51, p = .62, d = 0.10; or their estimate of 
the typical PCL-R Total score assigned to sex offenders 
with child victims, t(93) = 0.25, p = .80, d = 0.05. Likewise, 
prosecution- and defense-retained evaluators did not dif-
fer in the percentage who had used the Static-99R in 
practice (52% vs. 45%), χ2(1, N = 99) = 0.50, p = .48, odds 
ratio = 1.33. Those assigned to score for the prosecution 
were somewhat more likely (62%) to have used the PCL-R 
in practice than were those assigned to score for the 
defense (41%), χ2(1, N = 99) = 4.45, p = .04, odds ratio = 
2.36, but this is a difference that would actually reduce 
the likelihood of observing an allegiance effect because 
participants with more experience tended to assign lower 
PCL-R scores (reported previously by Guarnera, Murrie, 
Boccaccini, & Rufino, 2012).

Participants with higher scores on the attitude mea-
sures also tended to assign higher scores in some cases, 
but these effects were similar in size and direction for 
prosecution- and defense-retained evaluators (Guarnera 

et al., 2012). We could find only one instance in which an 
attitude or experience measure might help explain an 
allegiance effect. Recall that the strongest Static-99R alle-
giance effect occurred in Case 1 (d = 0.42). A two-way 
analysis of variance on Static-99R scores revealed a statis-
tically significant interaction between condition and prior 
use of the Static-99R in practice, F(1, 91) = 4.38, p = .04. 
Specifically, there was a clear allegiance effect for evalu-
ators who had not used the Static-99R in practice (d = 
0.71, 95% CI = [0.12, 1.29]), but no evidence of an effect 
for those who had used the Static-99R in practice (d = 
0.00, 95% CI = [−0.12, 0.12]). However, there was no evi-
dence of a similar interaction for Static-99R scores from 
other cases, or for PCL-R scores from any case. In short, 
we could find no variables that seemed to explain the 
allegiance effects we observed overall.

Discussion

Results from this study underscore recent concerns about 
forensic sciences (NRC, 2009)—and raise concerns spe-
cific to forensic psychology—by demonstrating that some 
experts who score ostensibly objective assessment instru-
ments assign scores that are biased toward the side that 
retained them. In the field, some apparent adversarial 
allegiance may result from selection effects (i.e., a savvy 
attorney selects experts who are predisposed to the attor-
ney’s perspective or presents input only from experts 
who favor the attorney’s perspective), but our results sug-
gest that even without selection effects, the pull of adver-
sarial proceedings tends to influence opinions by paid 
forensic experts.

Of course, there was considerable variability in scores 
even from evaluators assigned to the same side, and cer-
tainly not every evaluator produced scores consistent 
with adversarial allegiance. But the systematic score dif-
ferences among opposing experts could not be explained 
by chance, random measurement error, or preexisting 
differences between the experimental groups.

This evidence of allegiance was particularly striking 
because our experimental manipulation was less power-
ful than the forces experts are likely to encounter in most 
real cases. For example, our participants spent only about 
15 min with the retaining attorney, whereas experts in 
the field may have extensive contact with retaining attor-
neys over weeks or months. Our participants formed 
opinions on the basis of files only, and they all reviewed 
identical files, whereas experts in the field may elicit dif-
ferent information by seeking different collateral sources 
or interviewing offenders in different ways. Therefore, 
the pull toward allegiance in this study was relatively 
weak compared with the pull typical of most cases in the 
field. Consequently, the large group differences provide 
compelling evidence for adversarial allegiance.
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Our study could not identify the mechanisms respon-
sible for the allegiance effect. We do not know whether 
the effect was more attributable to the initial conversation 
with an attorney, a sense of team loyalty, the monetary 
payment, or the promise of future work. We do not know 
the role of confirmation bias, anchoring, or other poten-
tially important cognitive mechanisms. Of course, the 
role of each mechanism may have varied by participant, 
and not all participants demonstrated an allegiance effect. 
Future research is needed to disentangle the roles of 
these mechanisms and to identify evaluator characteris-
tics that are associated with adversarial allegiance.

Although this study addressed only one kind of evalu-
ation (i.e., assessment of risk for sexual recidivism), there 
is little reason to believe that this is the only kind of 
forensic psychological evaluation or forensic-science 
procedure vulnerable to allegiance effects. Indeed, the 
evidence of allegiance effects in the case of structured, 
ostensibly objective instruments that usually reveal strong 
interrater agreement leaves us even more concerned 
about the possibility of allegiance effects in the case of 
procedures that are less structured or less guided by scor-
ing rules. Many forensic-science procedures rely heavily 
on subjective judgment (e.g., matching bite marks, hair 
fibers, or tire treads; NRC, 2009), as do many opinions 
psychologists offer in court (e.g., assigning diagnoses or 
assessing emotional injury). Our findings underscore the 
need for research on the cognitive and procedural biases 
that may facilitate adversarial allegiance, as well as the 
need for research on potential interventions to reduce 
allegiance. Indeed, our findings suggest that there may 
be opportunities to improve forensic psychological prac-
tice, broader forensic-science practice, and even legal 
policy and procedures in ways that might better promote 
scientific objectivity and reduce adversarial allegiance.
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Notes

1. Of the 10 clinicians who failed to return for scoring case files, 
most explained that they were absent because they had been 
called to court to provide testimony as part of their professional 
practice.
2. To reduce the possibility of researchers’ expectations influ-
encing the results, we kept three of the four researchers blind 
to participants’ assignment to conditions (inevitably, the third 
author, who managed the random assignment, was aware).
3. The order of administration was randomized for three of the 
four cases. Pilot testing suggested that most participants would 
be able to score three files in one day, but that some might be 
unable to complete four. Therefore, we provided the first three 
offender files to participants in a randomized order, to ensure 
that we would have similar, sufficient ns for these three cases. A 
fourth case was provided to all participants last, with the under-
standing that time constraints might preclude many participants 
from completing it.
4. We included this unusual case for exploratory purposes 
because we hypothesized that there may be some floor effect 
to adversarial allegiance. That is, we wondered whether some 
offenders might be so low in psychopathy that evaluators 
would score these offenders similarly regardless of the side that 
retained them. This seemed to be the case. However, because 
this exploratory case was the last file provided to participants 
(see note 3), and was completed by fewer participants than the 
other cases were (see Table 1), it is conceivable that some of 
the difference in results was attributable to these other factors.
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RATER (DIS)AGREEMENT ON RISK ASSESSMENT
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Actuarial risk assessment measures are often admitted in court, partly because
strong psychometric properties such as interrater agreement suggest that they
increase reliability and reduce subjectivity in forensic evaluation. But how strong is
rater agreement when raters are retained by opposing sides in adversarial legal
proceedings? The authors review sexual offender civil commitment cases in which
opposing evaluators reported scores on the STATIC-99, the Minnesota Sex Of-
fender Sex Offender Screening Tool—Revised (MnSOST–R), or the Psychopathy
Checklist—Revised (PCL–R) for the same individual. Differences between scores
from opposing evaluators were often greater than expected based on rater agreement
values reported in the instrument manuals and research literature. Score differences
were often in a direction that supported the party who retained each evaluator. Rater
agreement was stronger for the STATIC-99, intraclass correlation coefficient
([ICC]A,1) � .64; than for the MnSOST–R, ICC(A,1) � .48; and the PCL–R,
ICC(A,1) � .42. STATIC-99 scores appeared less influenced by adversarial alle-
giance. Overall, however, results raise concern that an evaluator’s adversarial
allegiance could influence some assessment instrument scores in forensic evalua-
tion.

Keywords: sexually violent predator, sex offender civil commitment, allegiance,
bias, psychopathy

In recent years, public concern about sexual offenders has prompted states
to adopt a variety of laws and policies, including postincarceration civil
commitment of sexually violent predators, that attempt to protect the com-
munity from high-risk sexual offenders (LaFond, 2005). Of course, distin-
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guishing offenders at relatively higher or lower risk requires some form of
reliable risk assessment. Therefore, clinicians and administrators in forensic
and correctional settings increasingly rely on actuarial risk assessment instru-
ments (ARAIs; Janus & Prentky, 2003) designed to estimate the risk of
recidivism among sexual offenders. National surveys reveal that the vast
majority of states use a sex-offender-specific ARAI at some point in sex
offender supervision (Interstate Commission for Adult Offender Supervision
[ICAOS], 2007). At least 30 states reported using the STATIC-99 (Hanson &
Thornton, 1999) specifically. Another popular sex offender risk measure, the
Minnesota Sex Offender Sex Offender Screening Tool—Revised ([MnSOST–
R]; Epperson et al., 1998), has been adopted by 7 state systems (ICAOS, 2007)
and more than 20% of sex offender treatment programs in the United States
(McGrath, Cumming, & Bouchard, 2003).

Using ARAIs not only is common practice but also is sometimes mandated
by law. The Virginia statute (Va. Code. Ann. § 37.2-903) delineating proce-
dures related to civil commitment of certain sexual offenders as sexually
violent predators ([SVPs] a process described later) specifically requires the
Department of Corrections to administer to all sexual offenders a particular
ARAI (i.e., STATIC-99; Hanson & Thornton, 1999) and refer for a subsequent
clinical evaluation any inmates who score above a certain total. Indeed, there
appear to be few, if any, psychological assessment instruments more ingrained
into law and policy than sex-offender-specific ARAIs.

Generally, actuarial risk assessment relies on explicit rules that specify
which risk factors are examined, how those risk factors are scored, and how
the scores are mathematically combined to yield an objective estimate of risk
(Monahan, 2006). ARAIs for sex offender recidivism, such as the STATIC-99
and the MnSOST–R, were developed by following samples of released sexual
offenders and documenting the observed recidivism rates. Researchers iden-
tified risk factors (usually data easily retrieved from records, such as age and
previous offenses) that were statistically related with recidivism. They also
documented recidivism rates among subgroups of the sample with specific
numbers of risk factors (e.g., of offenders with X of the identified risk factors,
Y% reoffended over Z years). Thus, the premise of ARAIs is that clinicians
can observe the number of predefined risk factors present in the offender they
evaluate and estimate the likelihood that the offender will recidivate on the
basis of the observed recidivism rate in the risk measure’s development
sample.

In many respects, the movement to create and adopt ARAIs is a positive
development. ARAIs tend to yield more accurate risk estimates than unstruc-
tured clinical judgments (Grove & Meehl, 1996; Grove, Zald, Lebow, Snitz,
& Nelson, 2000; Hanson, Morton, & Harris, 2003; Hanson, & Morton-
Bourgon, 2007), and they provide a clear basis for decisions that may have
dire consequences for individual offenders and potential victims in the com-
munity. One potential advantage of actuarial risk measures is that they should
reduce clinician subjectivity in risk judgments and thus increase the likelihood
of a fair and objective forensic evaluation (Janus & Prentky, 2003). The
perception that actuarial risk measures reduce bias and subjectivity is partic-
ularly important in adversarial legal contexts such as SVP proceedings, in
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which opposing sides retain forensic evaluators to conduct a formal risk
assessment of the same individual.

Actuarial Risk Assessment Instruments in Sex Offender
Civil Commitment

SVP laws allow states to identify sexual offenders perceived to be at high risk
for repeated sexual offenses and civilly commit them after their incarceration to
protect potential victims and provide treatment to the offender (for detailed
descriptions of forensic evaluations in SVP proceedings, see Campbell, 2007;
Doren, 2002; Jackson & Richards, 2008; Miller, Amenta, & Conroy, 2005). Most
SVP commitment laws mirror criteria that the U.S. Supreme Court set forth in
Kansas v. Hendricks (Kansas v. Hendricks, 117 S. Ct. 2072 (1997)) and require
four elements for commitment. Usually, the committed individual must (a) have
a history of sexual offending, (b) manifest a mental abnormality (sometimes
defined as a mental disorder or personality disorder), (c) manifest a volitional
impairment rendering him less able to control his sexual behavior, and d) pose
significant risk for future sexual offending (Miller et al., 2005).

Proceedings for offenders facing civil commitment as SVPs routinely involve
forensic evaluators, retained by opposing sides, who conduct risk assessments of
the same offender, often using the same ARAIs to do so. ARAIs play a prominent
role in sex offender civil commitment proceedings because they are the primary
method by which evaluators assess the criterion of risk of future offending
(Wollert, 2006). One national survey revealed that nearly all surveyed SVP
evaluators administered ARAIs to assess risk of sexual recidivism (Jackson &
Hess, 2007). Likewise, guidelines from professional groups (Association for the
Treatment of Sex Abusers, 2001) and professional texts (Doren, 2002; Jackson &
Richards, 2008) recommend that evaluators use ARAIs. ARAIs are routinely
admitted as evidence during SVP trials (Janus & Prentky, 2003), because they
reflect current practice standards and because there appears to be a general
consensus that they have a strong empirical basis and adequate psychometric
properties such as interrater reliability (Doren, 2002, 2006; but cf. Campbell,
2007).

In Florida, Levenson (2004a) found that offenders whom evaluators recom-
mended for civil commitment had significantly higher scores on ARAIs than
offenders who were evaluated, but not recommended, for commitment. For
example, offenders recommended for commitment had a mean total MnSOST–R
score of 10, compared with the released offenders, who had a mean score of 3.
The effect size for this difference is large (Cohen’s d � 1.47),1 with similarly
large effects for the STATIC-99 (d � 1.31) and Hare’s (1991, 2003) Psychopathy
Checklist—Revised (PCL–R; d � 1.06), another measure that is also often used
in sex offender civil commitment evaluations. These three measures were the
strongest predictors of whether evaluators recommended civil commitment, out-
predicting offender and offense characteristics such as victim age, number of
victims, and number of sex offense arrests. In short, although ARAIs are rarely the

1 Effect sizes were calculated from descriptive statistics from Levenson (2004a; see Table 1).
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sole criteria for initiating civil commitment proceedings, ARAIs appear to play a
substantial role in influencing who is civilly committed.

Actuarial Risk Assessment and Rater Agreement

Overall, research studies report strong rater agreement values for ARAIs
(Doren, 2004, 2006). For example, the STATIC-99 manual summarized good
agreement values, although using three different measures of interrater agreement.
Regarding intraclass correlation coefficients (ICCs) specifically, researchers have
reported values ranging from .85 to .90 (Barbaree, Seto, Langton, & Peacock,
2001; Hanson, 2001; Harris et al., 2003) for the STATIC-99. The MnSOST–R
also appears to demonstrate adequate agreement. Indeed, the most recent Mn-
SOST–R technical paper (Epperson et al., 2003) offers more detailed information
than is typically available regarding rater agreement for ARAIs:

In the Minnesota reliability study, the singular ICC for the 10 raters was .80 for
consistency of ratings and .76 for absolute agreement of ratings, indicating that the
ratings of individual raters were reasonably reliable, particularly give the harsh
conditions for the raters. The Florida reliability study better reflected the condi-
tions under which the MnSOST–R is typically scored in real-life situations, and
this study yielded higher reliability coefficients: ICC � .87 for relative agreement
of ratings and .86 for absolute agreement of ratings. (p. 23)

Independent researchers using the MnSOST–R have reported similar rater
agreement values (e.g., an ICC of .80; Barbaree et al., 2001). Thus, nothing in the
available research suggests that trained raters cannot achieve adequate levels of
interrater agreement on ARAIs such as the STATIC-99 and the MnSOST–R
(Doren, 2006).

Rater Agreement in Adversarial Legal Proceedings

Strong rater agreement values in research contexts are important because
these demonstrate that clinicians can consider the same case information and
similarly score an instrument. Strong rater agreement values in adversarial legal
proceedings are perhaps even more important because these demonstrate whether
clinicians indeed do consider the same case information and similarly score an
instrument when doing so has important consequences. So how strong is rater
agreement when evaluations are conducted to provide information for adversarial
legal proceedings? Levenson (2004b) examined SVP evaluation reports in Florida
for offenders who had been evaluated twice by petitioner-retained evaluators. She
identified 281 offenders with two STATIC-99 scores, 224 with two MnSOST–R
scores, and 69 with two PCL–R scores. The ICC for absolute agreement was .85
for both the STATIC-99 and the MnSOST–R, and it was .84 for the PCL–R.
Levenson’s findings suggest a high level of agreement in the field when evaluators
work on the same side of the case.

Only one published study has addressed rater agreement on a forensic
assessment instrument as scored by opposing evaluators in adversarial legal
proceedings (Murrie, Boccaccini, Johnson, & Janke, 2008). This study addressed
Hare’s (1991, 2003) PCL–R, a measure widely used in forensic assessments of
risk for violence and sexual violence (see, e.g., DeMatteo & Edens, 2006). This
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clinician-administered measure relies on clinical interview and review of records.
Clinicians score the measure by assigning a 0, 1, or 2 to each of 20 items.
Although the PCL–R scoring manual provides specific guidance for scoring, there
remains room for some subjectivity (Campbell, 2006) or inference (Hare, 2003),
particularly on items addressing the offender’s interpersonal and emotional style
(e.g., superficial charm, lack of remorse).

Researchers (Murrie et al., 2008) examined 23 SVP trials in which opposing
evaluators reported PCL–R total scores for the same individual. For the PCL–R
total score, the single-evaluator ICC for absolute agreement was .39, which was
well below the strong levels of agreement observed for the PCL–R in research
contexts (usually above .85), the ICC of .84 reported by Levenson (2004b) for
SVP evaluations performed for the same side, and published test–retest values for
the PCL–R (approximately .60 over a 2-year period; Rutherford, Cacciola,
Alternman, McKay, & Cook, 1999).

On average, there was a 7.81-point (SD � 6.85) difference in scores from
opposing evaluators. Considering score differences with respect to the standard
error of measurement (SEM; approximately �3 points for the PCL–R), difference
scores were greater than 2 SEMs (i.e., �6.0) for 61% of the cases. Finally, score
differences were usually in a direction that supported the party who retained their
services. In other words, scores from the petitioner (prosecution) evaluator tended
to be higher than scores from the respondent (defense) evaluator (Cohen’s d �
1.03; Murrie et al., 2008). After examining several other potential explanatory
factors—and finding that none were sufficient to account for the results—these
score differences appeared best attributed to adversarial allegiance, or the pull for
forensic evaluators in adversarial proceedings to reach opinions that support the
party who retained them.

Although results from the study of opposing PCL–R scores in SVP trials
reflect only a small sample of instrument scores from one type of forensic
evaluation in one state, the study results raise provocative questions. For example,
results heighten concerns about ethical practice and the evidentiary value of the
PCL–R as administered by privately retained evaluators. For reasons related to
both science and SVP policy, we might also wonder whether the influence of
adversarial allegiance extends to other clinical decisions that involve some degree
of subjective clinician judgment (e.g., diagnosis) or to other assessment instru-
ments that presumably involve less subjective judgment in scoring.

Therefore, an important second step in investigating adversarial allegiance is
to examine scores from opposing evaluators on the sex-offender-specific ARAIs.
These instruments are often used to “screen in” or “screen out” offenders as
suitable for further consideration under SVP civil commitment statutes (Va. Code.
Ann. § 37.2-903), they appear to influence whom evaluators recommend for SVP
civil commitment (Levenson, 2004a), and they are usually presented at SVP trials
by expert witnesses. Therefore, a finding that scores on the ARAIs were influ-
enced by the party who retained the evaluator would raise both ethical and
practical questions.

However, there are several reasons why ARAIs such as the STATIC-99 and
MnSOST–R may be less vulnerable than the PCL–R to any effects of adversarial
allegiance. For example, because the PCL–R requires an interview—which is
structured but allows some room for evaluator differences—it is conceivable that
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evaluators may seek or elicit information differently, depending on whether they
are retained by prosecution or defense. Conversely, the examinee might behave
differently with a defense-retained evaluator versus a prosecution-retained eval-
uator, thereby contributing to the score differences reported by opposing evalu-
ators. However, for ARAIs scored primarily from records, this possibility is less
likely.

Probably more important is that the PCL–R includes several items (e.g.,
superficial charm, dishonesty, lack of empathy) that require an evaluator to draw
inferences from an offender’s behavior during an interview. These inferences,
which inevitably involve some subjective judgment, might be subtly influenced by
adversarial allegiance, as well as by other evaluator biases or idiosyncrasies (see
Boccaccini, Turner, & Murrie, 2008).

In contrast to the PCL–R, the STATIC-99 and MnSOST–R primarily involve
coding straightforward demographic and historical information (e.g., age, prior
offense data) available through records alone. Indeed, both measures were devel-
oped by examining groups of known recidivists and nonrecidivists and coding
information typically available from correctional records. The measures are often
completed by correctional staff and do not require a clinical interview (although
interviews are acceptable as additions to record review). For many of the items on
these actuarial measures (e.g., age, offense victims), there seems to be little room
for evaluators to disagree.

Purpose of the Present Study

We examined rater agreement for the STATIC-99 and the MnSOST–R, as
administered by opposing evaluators in SVP proceedings. As in the study of
PCL–R scores (Murrie et al., 2008), if we were to find that evaluators demon-
strated rater agreement on the STATIC-99 and MnSOST–R that was similar to
rater agreement in the research literature, we would suspect that actuarial risk
measures are relatively immune to any influence of adversarial allegiance. If we
were to find rater agreement values poorer than those reported in the literature yet
observe score differences that were unsystematic, we would suspect a general
lessening in rater agreement from research to real-world settings. Finally, if we
were to find poorer rater agreement values than those reported in the literature and
observe scores that systematically differed in a direction consistent with the
opposing sides that retained the evaluators (i.e., petitioner’s experts reported
higher scores, whereas respondent’s experts reported lower scores), we would
suspect that adversarial allegiance played some part in the poorer rater agreement.

A second goal of examining rater agreement values for the STATIC-99 and
MnSOST–R in SVP proceedings was to compare whether these measures reveal
rater (dis)agreement values similar to those Murrie et al. (2008) reported for the
PCL–R. We have supplemented the Murrie et al. (2008) PCL–R data with scores
from more recent depositions and trials, which provided 12 new sets of opposing
PCL–R scores, for a total of 35 cases with opposing scores. We report PCL–R
findings from this larger sample here, which allows us to view rater agreement
values for ARAIs alongside rater agreement values for the interview-based
PCL–R. Had we sampled from another jurisdiction or another type of trial, it
would not be clear whether differences in rater agreement for the PCL–R versus
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the actuarial measures were attributable to differences in the instruments them-
selves or to differences in the context from which we sampled. Examining these
three popular risk measures (i.e., the STATIC-99, the MnSOST–R, and the
PCL–R) as administered in the same “population” of SVP trials allows us to better
compare the degree to which each appears vulnerable to the effects of adversarial
allegiance under the same circumstances.

If we were to find that rater agreement on ARAIs appears stronger in
adversarial legal contexts than rater agreement for the PCL–R, this finding might
suggest that relying on highly structured measures (i.e., those that minimize the
role of interview and clinical inference) could reduce the influence of adversarial
allegiance in forensic evaluation. However, if we were to find that opposing
evaluators show poor rater agreement on highly structured actuarial measures
also, this finding would suggest that structured assessment measures alone are not
enough to minimize the influence of adversarial allegiance in forensic evaluation.
To better facilitate these comparisons between the ARAIs and the PCL–R, we
present updated analyses of PCL–R rater agreement, including the recent cases.
We also conducted additional analyses using a generalizability theory framework
to quantify the amount of variance in risk scores that was attributable to the side
that retained the evaluator, as opposed the offenders being evaluated. In most
studies, researchers assume that any variance in scores not captured by the rater
agreement coefficient (ICC) is random error, which usually is not true. In this
study, we used generalizability theory to quantify the proportion of variance in
scores that was attributable to the side for which the evaluation was performed
(petitioner or respondent).

Method

Context for the Present Study

Civil commitment proceedings for offenders facing commitment as SVPs
provided the opportunity to examine scores from risk measures (i.e., the STATIC-
99, MnSOST–R, and PCL–R) as administered by opposing evaluators in adver-
sarial legal proceedings. In Texas, SVP procedures begin when a multidisci-
plinary team (MDT) receives notice that a sexual offender is within 16 months of
scheduled release. The MDT determines whether the inmate has two qualifying
sexual offenses and may then refer the inmate to the “the department,” featuring
representatives from state criminal justice and mental health agencies who com-
mission an assessment for behavioral abnormality. These commissioned assess-
ments occur on a contract basis with independent (i.e., not current employees of
the correctional system) doctoral-level evaluators. To establish such a contract,
evaluators must demonstrate relevant experience and training with sexual of-
fender assessment and/or treatment, as well as qualification to administer popular
risk measures (i.e., the STATIC-99, MnSOST–R, and the PCL–R). Contracted
assessment reports typically describe a review of records, clinical interviews, a
review of risk factors, and an overall risk estimate (see Amenta, 2005).

After the department reviews a completed, contracted evaluation, department
staff decide whether the offender manifests a behavioral abnormality (typically
pedophilia, another paraphilia, antisocial personality disorder, or psychopathy;
Amenta, 2005). If so, they refer the offender to the Special Prosecution Unit, Civil
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Division (SPU), which has typically had the resources to select approximately 15
offenders per year (about one fifth of the cases they review) for whom to initiate
civil commitment proceedings. Again, the evaluations on which many of the
decisions up to this point are based are not solicited directly by the petitioner2 for
purposes of trial. They are third-party evaluations that the state department of
corrections used to screen possible candidates for referral to the SPU for potential
civil commitment. However, evaluators understand that their evaluations and
expert testimony may be required for those cases that proceed to trial. Evaluators
probably also understand that the SPU considers the original evaluator’s report as
one source of data when deciding which offenders to pursue for civil commitment.
During eventual civil commitment proceedings, it is the petitioner who calls the
original evaluator to serve as a witness, and the petitioner uses the report from this
evaluator as evidence in support of civil commitment. As the case moves toward
trial, the petitioner sometimes retains additional expert evaluators (e.g., a psychi-
atrist or psychologist) who may perform another evaluation. Therefore, in some
trials, the petitioner calls more than one expert to testify and may have more than
one set of evaluation data (including scores from ARAIs).

Once the petitioner gives notice that they are initiating civil commitment
proceedings against a particular inmate, the inmate (now considered a respon-
dent in the civil commitment proceedings) secures defense counsel, which is
almost always through a state-sponsored agency offering legal defense for
indigent inmates. The defense counsel for the respondent typically arranges for
a second-opinion evaluation by a mental health professional. Often, as in many
legal contexts, defense counsel may invite more than one evaluator to review case
materials and offer preliminary opinions before hiring an evaluator for the full
evaluation. The resulting evaluations are defense evaluations in that the evaluators
were retained by the respondent for the purpose of defending against civil
commitment. Unlike the original evaluations, which always result in a written
report, the respondent’s evaluators rarely produce a written report. Rather, the
evaluator usually presents findings (including ARAI scores) only in deposition
and trial testimony. It is important to emphasize that both the original evaluator
and the respondent-retained evaluator have access to essentially the same collat-
eral materials. Both receive the same case file of correctional and law enforcement
records, often including STATIC-99 and MnSOST–R protocols scored by cor-
rectional staff.

Data Sources

In November 2007, we collected offender information and risk scores from
three types of documents. First, the SPU allowed access to its files for each
offender they had pursued for civil commitment (N � 72). Each of these files
contained transcripts of depositions from expert witnesses who had evaluated the
offender. Second, we received permission to search a database of case information
and risk scores for all offenders who had been referred to the SPU between
September 1999 and September 2006, when the SPU stopped using this database.

2 In civil commitment proceedings, petitioner is roughly analogous to prosecution and respon-
dent is roughly analogous to defense.
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This database contained STAIC-99, MnSOST–R, and PCL–R total scores from
the initial petitioner evaluator for 64 of the 72 offenders. Finally, we reviewed
trial transcripts provided by the SPU. Trial transcripts were only available for
cases in which the committed offenders had filed an appeal (41 of 72 offenders).

Offender Sample

Of the 72 offenders pursued for commitment by the SPU, 80.6% (n � 58)
were civilly committed by a jury, 6.9% (n � 5) opted for a bench trial and were
civilly committed by a judge, and 8.3% (n � 6) did not go to trial because they
agreed to the conditions of civil commitment. Risk scores were also available for
the only offender (1.4%) who was found by a jury to not meet civil commitment
and for 2 offenders (2.8%) whom the SPU began pursuing for commitment but
then stopped proceedings. Offenders were all male and identified as Caucasian
(n � 42, 58.3%), Hispanic (n � 16, 22.2%), or African American (n � 14,
19.4%).

The Results section provides detailed information about the extent to which
instrument scores were available for offenders, including when offenders had
multiple scores for the same instrument from opposing or nonopposing evaluators.
Overall, 38 (52.8%) of the offenders had scores from both petitioner and respon-
dent evaluators for at least one instrument. There were 23 (31.9%) offenders who
had opposing evaluator scores for all three measures. Three offenders had oppos-
ing evaluator scores for the STATIC-99 and MnSOST–R only, 1 had opposing
evaluator scores for the PCL–R and STATIC-99 only, 1 had opposing evaluator
scores for the PCL–R and MnSOST–R only, and 10 had opposing evaluator
scores for the PCL–R only.

Evaluator Sample

Twenty-one evaluators provided at least one risk measure score for 1 of the
72 offenders. All evaluators in the sample had a doctoral degree; 20 had degrees
in psychology and 1 had an MD. Fifteen evaluators performed evaluations for the
state; they performed from 1 to 19 each, with a mean of 5.67 (SD � 6.30)
evaluators. Ten different evaluators performed evaluations for the respondent;
they performed 1 to 16 each, with a mean of 5.10 (SD � 5.02) evaluators. Only
4 evaluators provided at least one evaluation for both the petitioner and respondent.

Measures

MnSOST–R. The MnSOST–R (Epperson et al., 1998) was developed in
collaboration with the Minnesota Department of Corrections to assess risk for
sexual reoffense among men who committed at least one sexual offense against an
unrelated victim. The measure includes 16 items; 12 are scored on the basis of
historical information typically available through files, and 4 are coded using
information related to the offender’s incarceration for his index offense. The
instrument yields a score that can range from �14 to 30 and falls within one of
three risk levels (Epperson et al., 2003), although some have also examined an
arrangement with six risk levels (Barbaree et al., 2001). Hanson and Morton-
Bourgon (2007) examined the MnSOST–R in their recent analysis of sexual
recidivism prediction and found fairly strong predictive validity (mean Cohen’s
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d � 0.72; eight studies). However, others have emphasized limitations of the
MnSOST–R, including problems with item selection and poor performance in
samples with low base rates of reoffending (Vrieze & Grove, 2008; Wollert, 2002,
2003). Regarding interrater reliability in research settings, Epperson et al. (2003)
reported ICC values (absolute agreement, single rating) from .76 to .86. However,
there is no available research documenting interrater agreement in adversarial
legal contexts.

STATIC-99. The STATIC-99 (Hanson & Thornton, 2003) is an actuarial
risk measure comprising 10 items, most of which are risk factors that can be
scored as present or absent. Total scores can range from 0 to 12, so that
individuals are assigned to one of seven risk categories ranging from 0 (lowest
risk) to �6 (highest risk). In a document created for the Canadian government,
Hanson and Morton-Bourgon (2007) reported that, across more than 40 studies,
STATIC-99 scores were moderately strong predictors of sexual recidivism spe-
cifically (mean Cohen’s d � 0.70; 42 studies) and of violent recidivism (sexual or
nonsexual) generally (mean Cohen’s d � 0.58; 25 studies). A more recent
meta-analysis of published studies found a similar overall effect for the STATIC-
99, although effects from STATIC-99 authors tended to be larger than those from
other researchers (Blair, Marcus, & Boccaccini, 2008). Regarding interrater
reliability, researchers have reported ICCs of .85 to .90 (e.g., Barbaree et al.,
2001; Hanson, 2001; Harris, Rice, et al., 2003). As with the MnSOST–R, we
could find no research documenting interrater agreement in adversarial legal
contexts.

PCL–R. The PCL–R (Hare, 1991, 2003) is a 20-item checklist that requires
a review of records and a structured interview to complete. The rater assigns a
score of 0 (not present), 1 (possibly present), or 2 (definitely present) to quantify
the degree to which the interviewee manifests particular psychopathy criteria.
Large-scale meta-analyses support the PCL–R’s predictive relationship to a
variety of antisocial behaviors (Leistico, Salekin, DeCoster, & Rogers, 2008), and
sexual reoffense in particular (mean d of 0.25 in Hanson & Morton-Bourgon,
2005). Within research contexts, reliability values for the PCL–R are generally
quite strong. The test manual (Hare, 2003) reports interrater reliability values for
a single evaluator, ICC(1), ranging from .86 for male inmates to .88 for male
forensic psychiatric patients.

Results

MnSOST–R

Of the 72 offenders, 49 had one MnSOST–R score from a petitioner expert,
17 had two MnSOST–R scores from petitioner experts, and 6 had no MnSOST–R
score from a petitioner expert. A total of 27 cases had at least one MnSOST–R
score from a petitioner expert and a respondent expert. Twenty-one offenders had
one MnSOST–R score from a respondent expert, 6 had two MnSOST–R scores
from respondent experts, and 45 had no MnSOST–R score from a respondent
expert. There were 3 offenders who had MnSOST–R scores from two petitioner
and two respondent experts.

Agreement between evaluators on the same side of the case. Table 1
provides rater agreement statistics for cases in which two evaluators working on
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the same side of the case reported separate MnSOST–R scores. The single-
evaluator, absolute agreement ICC(A,1) was in the moderate-to-poor range for the
17 cases with multiple-petitioner MnSOST–R scores, ICC(A,1) � .63, and
extremely low for the six cases with two respondent scores, ICC(A,1) � .00. The
average difference in scores for evaluators on the same side of the case was 2.59
for petitioner experts and 4.00 for respondent experts. The largest difference
between petitioner experts was 13.00 points, although 6 of 17 cases featured
perfect agreement between evaluators. The largest difference between respondent
experts was 8.00 points, with perfect agreement in none of the cases.

Minimum, maximum, and average discrepancy datasets. Of the 27 cases
with MnSOST–R scores from both petitioner and respondent experts, 8 had two
petitioner MnSOST–R scores and 6 had two respondent MnSOST–R scores.
There were three cases with two petitioner and two respondent MnSOST–R
scores. Thus, 11 of these 27 cases had at least three MnSOST–R scores for the
same offender. We considered three strategies for collapsing these data so that we
could calculate agreement using all 27 offenders, with one petitioner score and
one respondent score per offender. First, we selected the pair of scores (one state,
one respondent) that would result in the smallest absolute difference between the
two scores (minimum discrepancy). Second, we selected the pair of scores that
would result in the largest absolute difference between the two scores (maximum
discrepancy). Third, we used the average of the two scores from the same side for
all cases with two scores per side (average discrepancy).

We present agreement analysis results separately for each of these three
approaches to examining discrepancy. Our rationale for reporting effects for these
three approaches was that no one approach can be singled out as providing the
most representative measure of agreement on the instrument. Although the aver-
age discrepancy approach may appear to be the least biased, it is also the least
ecologically valid. In reality, results from multiple evaluators are never combined

Table 1
Rater Agreement for Risk Scores When Two Evaluators From the Same Side of
the Case Provide Separate Scores for the Same Offender

Measure and side n ICC(A,1)

95% Confidence Mean difference
(and SD)aLower Upper

MnSOST–R
Petitioner 17 .63 .24 .85 2.59 (3.54)
Respondent 6 .00 �.99 .78 4.00 (2.97)

STATIC-99
Petitioner 15 .84 .60 .95 0.53 (0.83)
Respondent 6 .95 .74 .99 0.17 (0.41)

PCL–R
Petitioner 13 .24 �.38 .69 6.37 (5.90)
Respondent 7 .88 .46 .98 2.57 (1.40)

Note. ICC(A,1) � intraclass correlation coefficient for a absolute agreement for a single
rater; MnSOST–R � Minnesota Sex Offender Sex Offender Screening Tool—Revised;
PCL–R � Psychopathy Checklist—Revised.
a Mean difference scores based on the absolute value of the difference in scores between
the two raters.
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in court to produce a single averaged score. The minimum and maximum dataset
analyses provide lower and upper limits for agreement in the dataset, with the
average discrepancy values falling in between.

Agreement between opposing evaluators: Mean scores. Our first approach
for examining rater agreement was to consider whether there was a statistically
significant difference in MnSOST–R scores from petitioner and respondent ex-
perts in the 27 cases with opposing scores. Results from these analyses are
summarized in Table 2. MnSOST–R scores from petitioner experts were signif-
icantly higher than those from respondent experts, regardless of how we handled
cases with multiple scores from experts on the same side of the case. Effect sizes
(Cohen’s d) for these comparisons tended to be in the moderate to strong range
(ds � 0.70 to 0.95) and in the direction expected by adversarial allegiance (higher
scores from petitioner experts and lower scores from respondent-retained experts).

Agreement between opposing evaluators: Difference scores. Our second
approach for examining rater agreement was to consider whether scores from
petitioner and respondent experts tended to differ to a greater extent that we would
expect according to the SEM. We calculated a difference score for each offender
by subtracting the respondent expert’s score from the petitioner expert’s score.
Difference scores with a positive value indicated that the petitioner expert as-
signed a higher MnSOST–R score, whereas a negative score indicated that the
respondent’s expert assigned a higher score.

Assuming a normal distribution, approximately 98% of difference scores
between two evaluators should fall within 2 SEMs of one another. Although
difference scores greater than 2 SEMs apart should be unusual, they might be

Table 2
Difference in Risk Measure Scores From State and Respondent Experts

Measure and sample

M (and SD) for:

t Cohen’s dPetitioner Respondent

MnSOST–R (n � 27)
Minimum discrepancy 8.00 (4.32) 5.81 (3.90) 4.05�� 0.70
Maximum discrepancy 9.10 (4.57) 4.93 (4.25) 5.14�� 0.95
Average discrepancy 8.90 (4.32) 5.37 (3.94) 4.97�� 0.85

STATIC-99 (n � 27)
Minimum discrepancy 4.74 (1.29) 4.30 (1.70) 1.85 0.29
Maximum discrepancy 4.85 (1.43) 4.25 (1.73) 2.21� 0.37
Average discrepancy 4.80 (1.33) 4.28 (1.71) 2.09� 0.34

PCL–R (n � 35)
Minimum discrepancy 23.61 (80.8) 18.63 (6.49) 4.05�� 0.68
Maximum discrepancy 24.89 (9.01) 18.29 (6.65) 5.08�� 0.83
Average discrepancy 24.25 (8.23) 18.46 (6.54) 4.83�� 0.78

Note. Minimum, maximum, and average discrepancies refer to how the discrepancy
score was calculated when multiple scores were assigned and two scores were available
from the same side of the case. Degrees of freedom for paired samples t tests are as
follows: PCL–R � 34, STATIC-99 � 26, and MnSOST–R � 26. Cohen’s ds for paired
samples t tests were calculated using procedures recommended by Dunlap, Cortina,
Vaslow, and Burke (1996). MnSOST–R � Minnesota Sex Offender Sex Offender
Screening Tool—Revised; PCL–R � Psychopathy Checklist—Revised.
� p � .05. �� p � .01.
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tolerable if about half reflected higher scores from the respondent and half
reflected higher scores from the petitioner. However, a consistent pattern of
difference scores greater than 2 SEMs, and in the same direction, would suggest
adversarial allegiance.

The MnSOST–R technical manual does not report an SEM value for the
measure’s total score. Moreover, the manual does not report a standard deviation
for the total score, making it impossible to calculate an SEM value from the
manual. However, Langton et al. (2007) reported both a rater agreement coeffi-
cient (.83) and standard deviation value (5.60) for the MnSOST–R total score in
a sample of more than 350 offenders. We used these values to calculate an SEM
of 2.30 for the MnSOST–R total score. We then examined the extent to which the
scores from petitioner and respondent experts differed by more than 2 SEM units
(4.60).

Using the dataset of minimum discrepancy scores, we found that the mean
difference score was 2.89 (SD � 3.70), with values ranging from �3.00 to 10.00.
Of the 27 difference scores, 10 (37.0%) were greater than 2 SEM units apart in the
direction of adversarial allegiance, and none were greater than 2 SEM units in the
opposite direction. Using the dataset of maximum discrepancy scores, we found
that the mean difference score was 4.18 (SD � 4.23), with values ranging from
�4.00 to 11.40. Of the 27 difference scores, more than half (n � 14; 51.8%) were
2 or more SEM units apart in the direction of adversarial allegiance, and none
were greater than 2 SEM units in the opposite direction. With the dataset of
average discrepancy scores, the mean difference score was 3.53 (SD � 3.69), with
values ranging from �3.00 to 10.5. Of the 27 difference scores, 11 (40.7%) were
2 or more SEM units apart in the direction of adversarial allegiance, and none
were greater than 2 SEM units in the opposite direction.

Agreement between opposing evaluators: ICCs. ICCs are the most com-
monly used metric for describing rater agreement from risk measures. When there
are two risk scores for each offender, the ICC is the proportion of variance in the
set of scores that is attributable to the people being evaluated. The remaining
variance is considered to be error. In most studies, researchers assume that all of
this error variance is due to random error, which usually is not true. In the present
study, it is possible to quantify the proportion of variance that is attributable to the
side for which the evaluation was performed (state or respondent). Specifically,
we were able to use generalizability theory analyses (see Brennan, 2001; Shalv-
erson & Webb, 1991) to quantify three sources of variance in our set of Mn-
SOST–R scores: variance attributable to the individual being evaluated (ICC), to
the side for which the evaluator was retained, and to other (nonspecified) sources
of error.

Researchers can calculate different ICCs depending on whether the researcher
is interested in absolute agreement or consensus agreement (see McGraw &
Wong, 1996). Coefficients for consensus are only concerned with covariation in
scores. Consensus coefficients consider whether the evaluators generally agree
about who warrants higher scores and who warrants lower scores, but the absolute
values of the scores do not matter. Therefore, an evaluator who assigned a
MnSOST–R score of 0 to Offender A and 5 to Offender B would show a high
level of consensus agreement with an evaluator who assigned a MnSOST–R score
of 10 to Offender A and 15 to Offender B, although these two evaluators assigned
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very different scores to the same offender. Coefficients for absolute agreement
consider both covariation and the specific value of the test score to be important
for gauging agreement.3 Differences in the specific value of the score are con-
sidered to be error in the calculation of absolute agreement coefficients. It is
important to use the absolute agreement coefficients when measuring rater agree-
ment on risk measures, because differences in specific scores become important
in court (Murrie et al., 2008). Specific scores (or ranges of scores) from actuarial
measures are used to identify the probability of an offender reoffending. A score
difference of 1 point may have important practical results. For example, the
offender may be screened in or out in systems that use specific cutoff scores for
civil commitment screening approaches (e.g., Va. Code. Ann. § 37.2-903), or an
evaluator may report to court a different level of risk and a different probability
of reoffending, on the basis of a 1-point score difference.

ICCs can also be calculated for a single rater or for multiple raters. However,
the multiple-rater ICC is only appropriate when scores from all evaluators are
averaged or combined together for decision-making purposes. In court, scores
from multiple evaluators are not presented to the decision maker as an average,
especially when scores come from opposing evaluators. Thus, the ICCs reported
in this study are for absolute agreement and a single rater, ICC(A,1).

We used the SPSS 15 VARCOMP procedure to estimate the proportion of
variance in opposing MnSOST–R scores that was attributable to the offender, the
side for which the evaluator performed the evaluation, and for other sources of
error. Both offenders and evaluators were treated as random effects in the analysis
of variance model that was used to estimate the variance components.4 The ICC
calculated using this method is identical to the ICC reported by SPSS under scale
analysis. The advantage of the VARCOMP approach is that it also allows for
calculating the effects for other sources of variance.

Results from the generalizability theory analyses are summarized in Table 3.
ICCs(A,1) ranged from .38 to .48 for the MnSOST–R. These values indicate that
less than half of the variance in the set of MnSOST–R scores could be attributed
to the offenders’ true level of risk as measured by the MnSOST–R.5

Of the remaining variance, anywhere from 19% to 30% was attributable to the
side for which the evaluation was performed. In the maximum discrepancy
dataset, nearly as much variance was attributable to the side for which the

3 The coefficient calculated for absolute agreement is often referred to as the index of
dependability in generalizability theory analyses (Brennan, 2001), although it is often reported as an
ICC (e.g., in SPSS).

4 The side for which the evaluation was performed could be treated as a random or fixed effect
in the generalizability theory analyses. The ICCs calculated by SPSS for a two-way random effects
model and a two-way mixed effects model are identical; what differs is how the coefficient is
interpreted (Norusis, 2003). Our reasons for treating evaluators as a random effect were (a) to ensure
that evaluator differences were considered to be error and (b) because there are other types of
adversarial situations to which these findings may apply, such as those involving true prosecution
experts, court-appointed experts, or treating experts.

5 We use the term true score here for convenience, but we point out that ICCs are perhaps best
understood in a generalizability theory framework, which focuses on universe scores, as opposed to
a more restrictive classical test theory approach, which focuses on true scores (see Brennan, 2001;
Shalverson & Webb, 1991; Shalverson, Webb, & Rowley, 1989).
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evaluation was performed (30%) as was attributable to the offender’s risk level,
as measured by the instrument (38%). Finally, anywhere from 30% to 33% of the
variance in scores was attributable to unmeasured or random sources of error.
Unexplained variance is provided in the analyses through an interaction term
(Person � Evaluator). This variance can be thought of as a combination of
systematic error variance that cannot be estimated because of the study design
(e.g., variance attributable to individual psychologist) and random measurement
error. Factors contributing to this value could be differences among the individual
evaluators (e.g., training, experience, or methods of interpreting data from
records), variability in the information available to score the measure (although
this possibility is unlikely in our sample, in which both petitioner and respondent
evaluators receive the same record base to review), or other sources of systematic
or random measurement error.

Do selection effects account for low levels of agreement in cases with
opposing scores? The fact that only 27 of the 72 offenders had opposing
MnSOST–R scores raises concerns about the representativeness of those 27
offenders. One possible explanation for the low levels of agreement that we
observed might be that these 27 cases were the ones in which the initial petitioner
evaluation scores were unusually high. Did respondent-retained evaluators per-
haps only administer the MnSOST–R evaluation when they perceived that the
score from the petitioner’s evaluator was excessively high? Because most of the
72 offenders had an initial petitioner MnSOST–R score, it was possible to
examine this potential explanation by comparing the petitioner evaluator
MnSOST–R scores for offenders who did and did not have a respondent

Table 3
Intraclass Correlations (ICCs) for Opposing Evaluator Risk Scores and the
Proportion of Variance Attributable to Adversarial Allegiance

Measure and sample ICC(A,1)

Proportion of variance (%) attributable to:

Offender Side of case Other error

MnSOST–R (n � 27)
Minimum discrepancy .48 48 19 33
Maximum discrepancy .38 38 30 32
Average discrepancy .44 44 26 30

STATIC-99 (n � 27)
Minimum discrepancy .64 64 3 33
Maximum discrepancy .58 58 5 37
Average discrepancy .62 62 4 34

PCL–R (n � 35)
Minimum discrepancy .42 42 18 40
Maximum discrepancy .40 40 25 35
Average discrepancy .42 42 23 35

Note. ICC(A,1) � intraclass correlation coefficient for a single rater and absolute
agreement (see McGraw & Wong, 1996). Minimum, maximum, and average discrepan-
cies refer to how the score was assigned when multiple scores were assigned and two
scores were available for the same side of the case. MnSOST–R � Minnesota Sex
Offender Sex Offender Screening Tool—Revised; PCL–R � Psychopathy Checklist—
Revised.
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MnSOST–R scores. If the 27 offenders represented a select group of offenders
with unusually high MnSOST–R scores, then petitioner MnSOST–R scores
should be higher for those who underwent a respondent evaluation compared with
those who did not.

Independent samples t tests revealed statistically significant differences in
MnSOST–R scores, but in the opposite direction of the pattern expected. The 27
offenders with both petitioner and respondent MnSOST–R scores had signifi-
cantly lower MnSOST–R scores from the initial petitioner evaluators than did the
39 offenders without a respondent evaluation. This finding applied to all three sets
of discrepancy scores: For minimum discrepancy, t(64) � 1.91, p � .06, d �
0.51; for maximum discrepancy, t(64) � 2.15, p � .04, d � 0.54; and for average
discrepancy, t(64) � 2.11, p � .04, d � 0.53. Thus, it seems unlikely that
selection effects (i.e., unusually high MnSOST–R scores from original petitioner
evaluators) accounted for the score differences we observed between opposing
evaluators.

STATIC-99

Of the 72 offenders, 51 had one STATIC-99 score from a petitioner expert,
15 had two STATIC-99 scores from petitioner experts, and 6 had no STATIC-99
score from a petitioner expert. A total of 27 cases had at least one STATIC-99
score from a petitioner expert and a respondent expert. Twenty-one offenders had
one STATIC-99 score from a respondent expert, 6 had two STATIC-99 scores
from respondent experts, and 45 had no STATIC-99 score from a respondent
expert. Two offenders had STATIC-99 scores from two petitioner and two
respondent experts.

Agreement between evaluators on the same side of the case. Table 1
provides rater agreement statistics for cases in which two evaluators working
on the same side of the case reported separate STATIC-99 scores. ICC(A,1)
was strong between the two experts on the same side of the case for the 15
cases with two petitioner expert scores (.84) and 6 cases with two respondent
expert scores (.95). The average difference in STATIC-99 scores for evalua-
tors on the same side of the case was well below 1 point (.53 for petitioner
experts, .17 for respondent experts). The largest difference between petitioner
experts was 3.00 points, with perfect agreement in 9 of 12 cases. The largest
difference between respondent experts was 1 point, with perfect agreement in
the other five cases.

Agreement between opposing evaluators: Mean scores. Table 2 reports the
results of paired-samples t tests examining whether there was a statistically
significant difference in STATIC-99 scores from petitioner and respondent ex-
perts in the 27 cases with opposing scores. As with the MnSOST–R, we con-
ducted analyses using separate sets of minimum, maximum, and average discrep-
ancy scores for cases in which two STATIC-99 scores were available from
experts on the same side of the case. Results from these analyses are summarized
in Table 2. Across the 27 cases, differences scores tended to be in the direction
expected by adversarial allegiance (higher scores from petitioner experts), but
these differences were only moderate in size (Cohen’s d range � .29 to .37) and
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were only large enough to reach statistical significance in the maximum and
average discrepancy datasets.

Agreement between opposing evaluators: Difference scores. Although the
STATIC-99 authors do not report the SEM for the measure, they do report
rater agreement coefficients and standard deviation values, which can be used
to calculate an SEM value. Harris, Phenix, Hanson, and Thorton (2003;
revised scoring procedures) reported an ICC of .87 for the STATIC-99 total
score. Hanson and Thorton (2003; the STATIC-2002 report) reported that the
standard deviation for the STATIC-99 across nine samples and more than
2,000 offenders is 1.9. With these two values, the SEM for the STATIC-99
total score is 0.68 points. We then examined the extent to which the scores
from petitioner and respondent experts differed by more than 2 SEM units
(1.37). We calculated a difference score for each offender by subtracting the
respondent expert’s score from the petitioner expert’s score. Difference scores
with a positive value indicated that the petitioner expert assigned a higher
STATIC-99 score, whereas a negative score indicated that the respondent’s
expert assigned a higher score.

With the minimum discrepancy scores, we found that the mean difference
score was 0.44 (SD � 1.25), with values ranging from �3.00 to 4.00. Of the 27
difference scores, 4 (14.8%) were greater than 2 SEM units apart in the direction
of adversarial bias, and only 1 (3.7%) was greater than 2 SEM units in the opposite
direction (score of �3.00). Using maximum discrepancy scores, we found a mean
difference score of 0.59 (SD � 1.39), with values ranging from �3.00 to 4.00. Of
the 27 difference scores, 5 (18.5%) were greater than 2 SEM units apart in the
direction of adversarial allegiance, and only 1 was greater than 2 SEM units in the
opposite direction. Using the average discrepancy scores, we found a mean
difference score of 0.52 (SD � 1.29), with values ranging from �3.00 to 4.00. Of
the 27 difference scores, 4 (14.8%) were greater than 2 SEM units apart in the
direction of adversarial bias, and only 1 was greater than 2 SEM units in the
opposite direction.

Agreement between opposing evaluators: ICCs. ICC(A,1) was in the .60
range for the STATIC-99, regardless of how we dealt with cases in which there
were multiple scores from evaluators on the same side of the case. These values
indicate that slightly more than half of the variance in the set of STATIC-99
scores could be attributed to the offenders’ true level of risk as measured by the
STATIC-99. In contrast to the other measure we examined, only 3% to 5% of the
variance in STATIC-99 scores was attributable to the side for which the evalu-
ation was performed. Finally, 33% to 37% of the variance in scores was attrib-
utable to other sources of error.

Do selection effects account for low levels of agreement in cases with
opposing scores? As in the analyses of the MnSOST–R, we considered the
possibility that the 27 cases for which we had opposing scores might systemati-
cally differ from the other cases in which opposing scores were not available.
Perhaps respondent-retained evaluators only administered the STATIC-99 when
they suspected that the score reported by the petitioner-retained evaluator was
inappropriately high.

Therefore, we used independent samples t tests to compare the initial peti-
tioner STATIC-99 scores for offenders who did have a STATIC-99 score from a
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respondent expert to those that did not have a STATIC-99 score from a respon-
dent expert. As with the MnSOST–R, findings from the independent samples t
tests revealed that the 27 offenders with both a petitioner and a respondent
STATIC-99 score had significantly lower STATIC-99 scores from the initial
petitioner evaluators than the 39 offenders without a respondent evaluation. This
finding applied to all three sets of discrepancy scores: For minimum discrepancy,
t(64) � 2.38, p � .02, d � 0.59; for maximum discrepancy, t(64) � 2.40, p � .02,
d � 0.60; and for average discrepancy, t(64) � 2.43, p � .02, d � 0.61. In other
words, there was no evidence to support the hypothesis that rater disagreement
between opposing evaluators was due to a selection effect in which respondent
evaluators administered the STATIC-99 because the petitioner evaluator’s score
appeared unusually high.

PCL–R

Of the 72 offenders, 55 had one PCL–R score from a petitioner expert, 13 had
two PCL–R scores from petitioner experts, and 4 had no PCL–R score from a
petitioner expert. A total of 35 cases had at least one PCL–R score from a
petitioner expert and a respondent expert. Thirty offenders had one PCL–R score
from a respondent expert, 7 had two PCL–R scores from respondent experts, and
35 had no PCL–R score from a respondent expert. No case had two PCL–R scores
from both petitioner and respondent experts. There were two cases with respon-
dent PCL–R scores but no petitioner scores, and 33 cases with petitioner PCL–R
scores but no respondent PCL–R scores.

Agreement between evaluators on the same side of the case. Table 1
provides rater agreement statistics for cases in which two evaluators retained by
the same side of the case reported separate risk scores. For the 13 cases with
PCL–R scores from two petitioner experts, ICC(1,A) was poor (.24). The differ-
ence in scores for these cases ranged from 0 to 17 points, with an average
difference of 6.37 points. Five of the 13 scores differed by �10 points. Petitioner
experts reported identical scores in two cases. For the 7 cases with PCL–R scores
from respondent experts, ICC(A,1) was strong (.88), with difference scores
ranging from 0 to 4 points (M � 2.57). The largest difference between respondent
experts was 4.00 points, with identical scores in none of the cases.

Of the 35 cases with PCL–R scores from both petitioner and respondent
experts, 9 had two petitioner PCL–R scores and 7 had two respondent PCL–R
scores. Thus, 16 of the 35 offenders had two PCL–R scores from one of the two
sides in the case.

Agreement between opposing evaluators: Mean scores. Table 2 reports the
results of paired-samples t tests examining whether there was a statistically
significant difference in PCL–R scores from petitioner and respondent experts in
the 35 cases with opposing scores. PCL–R scores from petitioner experts were
significantly higher than those from respondent experts, regardless of how we
handled cases with multiple scores from experts on the same side of the case.
Cohen’s d values for these differences were medium in size, ranging from .68
(minimum discrepancy dataset) to .83 (maximum discrepancy dataset).

Agreement between opposing evaluators: Difference scores. The PCL–R
manual (Hare, 2003) reports that the SEM for the PCL–R total score is approx-
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imately 3 points. Assuming a normal distribution, approximately 98% of differ-
ence scores between two evaluators should fall within 2 SEMs, or 6 points. We
calculated a difference score for each of the 35 offenders with opposing PCL–R
scores by subtracting the respondent expert’s score from the petitioner expert’s
score. Difference scores with a positive value indicated that the petitioner expert
assigned a higher PCL–R score, whereas a negative score indicated that the
respondent’s expert assigned a higher score.

Using the minimum discrepancy scores, we found that the mean difference
score was 4.97 (SD � 7.26), with values ranging from �8.00 to 25.20. Of the
35 difference scores, 13 (37.1%) were 6.00 or greater, in the direction of
adversarial allegiance. Only two discrepancy scores were greater than 2 SEM
units in the opposite direction (scores of �7.00 and �8.00), indicating that the
respondent expert reported a higher PCL–R score than the petitioner expert.
Using the dataset of maximum discrepancy scores, we found that the mean
difference score was 6.60 (SD � 7.68), with values ranging from �8.00 to
25.20, which is more than twice as large as the SEM reported in the PCL–R
manual (Hare, 2003). Of the 35 difference scores, 17 (48.6%) were 6.00 or
greater. Once again, only two discrepancy scores were greater than 2 SEM
units in the opposite direction. Using the dataset of average discrepancy
scores, we found that the mean difference score was 5.79 (SD � 7.08), with
values ranging from �8.00 to 25.20, with 14 (40.0%) difference scores greater
than 6.00 and only one (2.9%) greater than 2 SEM units in the opposite
direction.

Agreement between opposing evaluators: ICCs. ICC(A,1) was in the .40
range for the PCL–R, regardless of how we dealt with cases in which there were
multiple scores from evaluators on the same side of the case (see Table 3). These
values indicate that less than half of the variance in the set of PCL–R scores could
be attributed to the offenders’ true level of psychopathy as measured by the
PCL–R. Of the remaining variance, 18% to 25% was attributable to the side for
which the evaluation was performed. Finally, 35% to 40% of the variance in
scores was attributable to other sources of error.

Do selection effects account for low levels of agreement in cases with
opposing scores? As in the analyses of the STATIC-99 and MnSOST–R, we
considered the possibility that the 35 cases for which we had opposing scores
might systematically differ from the other cases in which opposing scores
were not available. Perhaps respondent-retained evaluators only administered
the PCL–R when they suspected that the score reported by the petitioner-
retained evaluator was inappropriately high. The t tests revealed similar
PCL–R scores for the 35 offenders with opposing PCL–R scores and 33 with
only a petitioner PCL–R score. This finding applied to all three sets of
discrepancy scores: For minimum discrepancy, t(66) � 0.11, p � .91, d �
0.03; for maximum discrepancy, t(66) � 0.27, p � .79, d � 0.07; and for
average discrepancy, t(66) � 0.06, p � .95, d � 0.02. Again, there was no
evidence to support the hypothesis that rater disagreement between opposing
evaluators was due to a selection effect in which respondent evaluators
administered the PCL-R because the score from the original petitioner eval-
uator appeared unusually high.
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Discussion

The goal of this study was to investigate interrater agreement on ARAIs as
scored by forensic evaluators who were retained by opposing sides in adversarial
legal proceedings. We studied SVP trials because these proceedings routinely
involve opposing forensic evaluators who have administered and scored the same
ARAIs after evaluating the same offender, using essentially the same record base.
Comparing ARAI rater agreement values from opposing evaluators in these
adversarial SVP proceedings with ARAI rater agreement values from the research
literature allows us to form some impressions about the pull of adversarial
proceedings. Indeed, rater agreement values such as ICCs can be used as a metric
to estimate the effects of adversarial allegiance, particularly if generalizability
theory is used to estimate the amount of variance in test scores attributable to the
side retaining the forensic evaluator. Finally, apart from the issue of adversarial
allegiance, examining rater agreement values in SVP trials provides new data on
the field reliability (Wood, Nezworski, & Stejskal, 1996) of popular risk mea-
sures; that is, their reliability as applied in routine practice outside of the research
context.

Agreement Between Evaluators Retained by the Same Side

As detailed in Table 1, there were several instances in which rater agreement was
lower than expected, even among raters retained by the same side. For example, the
ICC(A,1) value for the PCL–R as administered by respondent-retained evaluators was
.88—in the range we would expect based on research studies—but the ICC(A,1)
value for petitioner-retained evaluators was poor (.24). Conversely, for the Mn-
SOST–R, the ICC(A,1) value for petitioner-retained evaluators was higher (.63) than
the unusually poor agreement among respondent-retained evaluators (.00). Rater
agreement values for the STATIC-99—ICCs(A,1) of .84 and .95— were noticeably
stronger and comparable with those reported in the research literature.

These rater agreement values for evaluators on the same side should be inter-
preted quite cautiously, given the small number of cases contributing to these analyses
(ns � 6–17), in which a few score differences can have a tremendous impact on
overall agreement values. There is also a possibility that, in these cases, the legal team
requested a second evaluation specifically because results from their first evaluator
appeared questionable (a selection effect that would inflate rater disagreement).6

Nevertheless, the strong agreement from same-side evaluators for the
STATIC-99 is noteworthy compared with the poorer agreement for the other mea-
sures. The differences may be attributable to the nature of the items on each measure.
The 10 STATIC-99 items require knowledge of offender demographics, offense
history, and some minimal data about offense victims (i.e., gender, whether victim
was related to offender, whether victim was a stranger to offender). The MnSOST–R
items also rely on knowledge of an offender’s basic criminal history. However, some
require additional detailed knowledge of the sexual offense (e.g., “Was force or threat
of force used?”), which may be less clear in the records and require more subjective
inference by the evaluator. The MnSOST–R also requires some knowledge of the

6 Unfortunately, we were not able to examine this possibility.

38 MURRIE ET AL.



offender’s incarceration experience (e.g., disciplinary infractions, drug treatment, sex
offender treatment). One research group (Barbaree et al., 2001) observed:

Scoring the MnSOST-R requires careful reading of extensive manual material, a
relatively large amount of training of the coders, and a high degree of diligence
among the coders. Our coders were trained over a period of 1 full working day.
The developers of the MnSOST-R have provided more comprehensive scoring
guidelines and examples than provided by the developers of the RRASOR or the
Static-99. Nevertheless, we found the MnSOST-R to be the most difficult of the
actuarial measures to code. The MnSOST-R items are very specific and the clinical
file material available was not always exactly pertinent to the items as described.
In contrast, the . . . Static-99 [was] straightforward to code and score. (p. 513)

The PCL–R, to a greater extent than that of the two ARAIs, relies on evaluator
clinical skills to elicit information and draw inferences about an offender’s personality
and interpersonal style. Research reveals that it is certainly possible for trained raters
in the field to arrive at adequate interrater reliability when they participate in the same
training and have access to the same interview and records (Gacano & Hutton, 1994).
The only other study of agreement for same-side SVP evaluators also found a higher
level of agreement for both the PCL–R and MnSOST–R (Levenson, 2004b). Our
same-side rater agreement values are based on so few cases—and perhaps atypical
cases—that we cannot conclude that the field reliability of the MnSOST–R and
PCL–R is uniformly poor across all contexts. However, we do conclude that their field
reliability cannot be assumed and that more research into their field reliability is
essential.

Agreement Between Evaluators Retained by Opposing Sides

As with the rater agreement values for evaluators on the same side of the case, our
rater agreement values from evaluators on opposing sides revealed weaker rater
agreement in the field, as compared with research studies. Depending on which
approach we took to analyzing opposing scores (i.e., minimum, maximum, or average
discrepancies), the ICC(A,1) values fell near .42 for the PCL–R, .44 for the Mn-
SOST–R, and .62 for the STATIC-99. These values are much lower than the
same-side agreement values for SVP evaluation scores in Florida (Levenson, 2004b).7

Of course, if agreement between evaluators on the same side of a case is poor,
we should certainly be cautious about concluding that poor agreement between
opposing evaluators suggests adversarial allegiance. Therefore, an important

7 One possible explanation for the difference between the ICCs for opposing (Murrie et al.,
2008) and nonopposing (Levenson, 2004b) scores is that the researchers used different ICC
equations. Researchers examining the opposing evaluator agreement reported an ICC for a single
evaluator (Murrie et al., 2008), whereas the nonopposing study reported an ICC for the score
averaged across two evaluators (J. S. Levenson, personal communication, July 14, 2008).
The multiple-evaluator coefficients are relevant when the score that is used in court is a single score
averaged across all evaluators. However, because scores reported in court are not averaged across
raters, the single-evaluator ICC is the most directly relevant for scores reported in court. The ICC
for a single evaluator would be .72 for PCL–R in the sample of nonopposing evaluators (applying
the Spearman–Brown prophecy formula to data from Levenson 2004b), which is still widely
discrepant from the .39 from opposing evaluators. The single-evaluator ICCs for the MnSOST–R
and STATIC-99 among the nonopposing SVP evaluators (Levenson, 2004b) are both .73.
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research question is whether the disagreement between opposing raters was
unsystematic, which would simply suggest weaker agreement in the field than in
research studies, or systematic, which might suggest adversarial allegiance if
petitioner-retained evaluators tended to assign higher risk scores and respondent-
retained evaluators tended to assign lower risk scores.

Score differences appeared systematic, regardless of whether we used pairs of
scores that produced the smallest or largest differences between opposing eval-
uators. In other words, although evaluators on the same side disagreed at times,
these differences did not explain the poor agreement between opposing evalua-
tors. As detailed in Table 2, the mean petitioner scores were higher than mean
respondent scores for every measure, using minimum and maximum discrepancy
scores.

There were some important differences among measures. The difference
between petitioner and respondent scores were in the medium-to-large and large
ranges for the PCL–R (ds � 0.68–0.83) and the MnSOST–R (ds � 0.70–0.95).
Substantial proportions of score differences were greater than 2 SEM units, in the
direction consistent with adversarial allegiance. For the STATIC-99, scores also
differed in the direction consistent with adversarial allegiance, but these differ-
ences were considerably smaller in size (ds � 0.29–0.37), and few were greater
than 2 SEM units.

Estimating the Sources of Score Variance

One contribution of this study is the application of generalizability theory to
better estimate the sources of error variance in ARAI scores. We estimated the
proportion of variance attributable to three sources: (a) the offenders being
evaluated, (b) the “side” (petitioner or respondent) that retained the evaluator, and
(c) other unidentified sources of error. For two measures, a sizeable portion of this
variance was attributable to the side that retained the evaluator: 18–25% of the
variance in PCL–R scores and 19–30% of the variance in MnSOST–R scores,
depending on how we handled data from cases with more than two scores per side.
For the STATIC-99, only 3–5% of variance was attributable to the side retaining
the evaluator. Thus, although none of the measures produced ICC values in the
desired .80 range, the reasons for poor ICCs might differ for each measure. For
the STATIC-99, adversarial allegiance accounted for only a small amount of the
error variance, suggesting that random error or other sources of systematic error
(e.g., scoring tendencies of individual evaluators, idiosyncratic interpretation of
record information) are more likely to be responsible for the modest ICC. For the
PCL–R and MnSOST–R, adversarial allegiance accounted for a substantial
amount of the error variance, although the amount of unexplained error variance
for the PCL–R was similar to that of the STATIC-99, suggesting that factors other
than adversarial allegiance also contribute to the low ICC for the PCL–R.

Ideally, the variance in test scores attributable to adversarial allegiance would
be near zero. Values farther away from zero might be tolerable if the rater
disagreement appeared to be random; for example, if higher scores were produced
by petitioner evaluators in about half of the cases and respondent evaluators in the
other half. However, our analyses suggested that this was not the case in our
sample. If the differences are not random, we still want the proportion of variance
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attributable to adversarial allegiance to be as small as possible. From a purely
psychometric perspective, if rater agreement coefficients, ICC(A,1), should be at
least .80 for forensic instruments (Heilbrun, 1992), then no more than 20% of the
variance can be attributable to opposing evaluators. However, when the amount of
variance attributable to opposing evaluators was in the 20% range in the present
study (see Table 2), the mean score differences between opposing evaluators were
still moderate to large in size (Cohen’s d range � 0.68–0.78) and probably larger
than the field will (or should) tolerate. Our findings for the STATIC-99 appeared
much closer to ideal, with about 5% of the variance attributable to adversarial
allegiance. This amount of variance translated into statistically significant but
smaller differences between opposing evaluators (Cohen’s d � 0.29–0.37).

Analyses also revealed that a sizeable proportion of the variance in scores was
attributable to other sources of error, beyond the variance attributable to the
offenders and the side retaining the evaluator. Of course, error, in the psycho-
metric sense, simply refers to other sources of variance that we could not examine.
These sources may be random (unexplainable) or systematic (potentially explain-
able depending on study design). Examples of systematic sources of variance may
include the following: variance attributable to specific evaluators (perhaps some
evaluators are inclined to assign higher scores in ambiguous cases, while others
lean towards lower scores); variance due to whether an interview was conducted
(in a few cases, offenders declined to participate in interview, and evaluators
scored instruments entirely by record, although our data do not allow us to
examine this as a variable); or variance due to difference in the quality of records
available for review (although likely influential in many forensic evaluations, this
variance is likely minimal in this study, in which evaluators on each side received
the same database of records). However, these sources of variance should further
divide the unexplained error variance (i.e., see the last column in Table 3), not
variance due to offenders being evaluated.

Implications for Sex-Offender Risk Assessment

Regarding sex-offender-specific ARAIs, results from this study tend to sup-
port the use of STATIC-99 over the MnSOST–R. Evaluators using the STATIC-
99—whether on the same side of a case (see Table 1) or on opposing sides
(Tables 2 and 3)—tended to demonstrate much stronger interrater agreement than
evaluators using the MnSOST–R. Our stronger reliability data for the STATIC-99
appear consistent with the many studies that support use of the STATIC-99 (see
Hanson & Morton-Bourgon, 2007, for a review). Likewise, our findings regarding
poor reliability for the MnSOST–R appear consistent with studies that report
weaker predictive validity results for the MnSOST–R (Bartosh, Garby, Lewis, &
Gray, 2003) or emphasize problems with the measure (Vrieze & Grove, 2008;
Wollert, 2002, 2003). Because there appear to be few advantages to combining
actuarial measures (e.g., Seto, 2005), our results suggest that administering the
less reliable MnSOST–R, in addition to the more reliable STATIC-99, may be
unnecessary (at best) or misleading (at worst).

Regarding the PCL–R, these results extend the findings from an initial study
of PCL–R agreement in adversarial SVP proceedings (Murrie et al., 2008). Our
small-sample results are probably not sufficient to make definitive recommenda-
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tions for widescale practice, but results do suggest that caution is in order when
considering PCL–R results in SVP proceedings, if a meaningful portion of the
variance in PCL–R scores is attributable to the side retaining the evaluator. The
PCL–R has been popular in sex offender risk assessments because research data
tend to reveal a relation between PCL–R scores and sexual reoffense (Quinsey,
Rice, & Harris, 1995; Rice, Harris, & Quinsey, 1990). For example, a compre-
hensive meta-analysis identified psychopathy as one of the strongest predictors of
sex offender recidivism (Hanson & Morton-Bourgon, 2005), although the predic-
tive power of the PCL–R appears more attributable to the impulsive/unstable
lifestyle than to the interpersonal/emotional style associated with psychopathy
(Knight & Guay, 2006).

However, even this well-known research base on PCL–R scores and sexual
recidivism must be considered more cautiously in light of our findings. Research
studies describe the predictive validity of PCL–R scores as scored in research
contexts, usually by trained raters. They do not describe the predictive validity of
the PCL–R as scored by evaluators in adversarial legal proceedings. If PCL–R
reliability is poorer in adversarial proceedings, as our findings suggest (see also
Boccaccini, Turner, & Murrie, 2008; and Murrie et al., 2008), then evaluators in
adversarial proceedings should be cautious in assuming that the (potentially less
reliable) PCL–R scores they assign carry the same predictive validity with respect
to sexual recidivism. Future research must examine how well the PCL–R as
administered in the field predicts sex offender reoffense. At least one recent field
validity study found that the PCL–R, as administered by SVP screening evaluators
in routine practice, bore no relationship to sexual reoffenses (Boccaccini, Murrie,
& Caperton, 2008).

Broadly, results suggest that evaluators in SVP proceedings (and the attorneys
who scrutinize their testimony) should be more attuned to the possible influence
of adversarial allegiance. This holds true even for tasks that appear to involve little
subjectivity, such as scoring ARAIs. SVP proceedings are explicitly adversarial
and rely primarily on expert testimony as a source of evidence. SVP evaluations
feature a number of complex, debatable considerations about which well-qualified
and thoughtful professionals may sometimes disagree: for example, assigning
paraphilia diagnoses to offenders who may not be forthcoming about sexual
interests or experiences, drawing inferences from ambiguous criminal records,
and using actuarial instruments based on group data from offenders in one context
to draw inferences about a single offender in another context. Perhaps, then, it is
not surprising if the adversarial system pulls opposing SVP evaluators toward
different perspectives on debatable issues (Murrie, Boccaccini, & Turner, in
press).

Implications for Addressing Adversarial Allegiance in Practice

One recent survey asked forensic clinicians to share their opinions about bias
among experts in their field. Most participants reported that experts view them-
selves “bias free” and able to “compensate for any biases they might have”
(Commons, Miller, & Gutheil, 2004, p. 73). Our findings, although from a small
sample of unique trials in one state, bode for a more humble perspective. We
could identify no reason to believe that evaluators in our sample were any more
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vulnerable to adversarial allegiance than other clinicians in adversarial proceed-
ings; many had decades of experience, and several had advanced qualifications
(e.g., diplomate status, supervisory and mentoring roles). Likewise, we could
identify no reason to believe that SVP evaluations pull for adversarial allegiance
more than other adversarial proceedings. Thus, our results underscore the cautions
about objectivity that authorities offer (Brodsky, 1991; Rogers, 1987; Shuman &
Greenberg, 2003) and underscore the need for clinicians to use practical self-
monitoring approaches to reduce the influence of adversarial allegiance (Borum,
Otto, & Golding, 1993; Murrie & Warren, 2005).

It is important to emphasize that score differences in the direction of adver-
sarial allegiance may not have been intentional. Our study cannot address, for
example, whether respondent-retained evaluators who reviewed original evalua-
tion results purposefully worked to arrive at lower risk scores. Likewise, our study
cannot address whether petitioner-retained evaluators tended to lean toward
giving a higher score when an offender was on the border between a higher and
a lower score. Social science research consistently suggests that even uninten-
tional behaviors tend to be self-serving. For example, we can expect about two
thirds of scoring and data recording errors to favor the position of the person
responsible for the errors (Rosenthal, 1978). Likewise, the adversary legal system
pulls forensic evaluators in ways they may not immediately recognize (Apple-
baum, 1998).

However, it is also important to emphasize that not all disagreements among
clinicians in the adversarial system reflect adversarial allegiance. To take one
concrete example, a respondent-retained evaluator may (and indeed, should) note
an error in a previous petitioner-scored STATIC-99, which results in a lower total
score when corrected. This respondent-retained evaluator is thorough but not
necessarily biased. Of course, it would be important for the same respondent-
retained evaluator to correct all scoring errors, even if doing so yielded a higher
risk score. Evaluators who are cautious about adversarial allegiance need not
be reluctant to vigorously advocate for their opinions and need not “preclude
forceful representation of the data and reasoning upon which a conclusion . . . is
based” (Committee on Ethical Guidelines for Forensic Psychologists, 1991, p.
664). Evaluators, however, do need to examine closely for the degree to which
their opinions—even routine instrument scoring decisions—may have been sub-
tly influenced by adversarial allegiance. Opposing attorneys will do the same.

Implications for Addressing Adversarial Allegiance in Research

Our findings suggested that some instruments (the STATIC-99 in this study)
might be less susceptible to rater disagreement in the context of adversarial
proceedings than other instruments (the PCL–R and the MnSOST–R in this
study). Research should continue to investigate agreement on these instruments
and others in the context of adversarial proceedings and to identify factors that
make forensic assessment instruments more or less susceptible to disagreement
between opposing evaluators.

Although this study examined interrater agreement on specialized actuarial
risk measures in one unique legal context (i.e., SVP trials), questions about the
reliability of assessment instruments in adversarial proceedings are relevant to
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many forms of forensic assessment. First, poor agreement likely limits the
observed validity of an instrument. A finding that instrument scores vary by
adversarial side raises questions about which scores are most accurate. For
example, if we were to find that scores on risk measures consistently differed as
scored by prosecution versus as scored by defense, it would become important to
examine the predictive validity of the instruments as scored by each side. Of
course, such a study would almost never be possible, because there is rarely a
sufficient sample of evaluations from each side. Our findings of disagreement
between opposing evaluators raises questions about the extent to which recidivism
findings from well-controlled research studies, with high rater agreement, gener-
alize to risk scores reported in court. Which side’s expert, if either, is more like
the type of systematically trained research assistant who scores risk measures for
a research study? Again, we emphasize the need for studies that address the field
validity of measures used in adversarial proceedings.

Another important research implication to emphasize is that adversarial
allegiance does not explain all of the error variance in ARAI and PCL–R scores
in our sample. As can be seen in Table 3, 30% to 40% of the variance in scores
could not be accounted for by either true standing on the measure or adversarial
allegiance. Some recent research suggests that the idiosyncratic evaluation and
scoring tendencies of individual evaluators may explain a portion of this variance.
A few simple studies document differences in terms of how often evaluators reach
opinions supportive of trial competence (Murrie, Boccaccini, Zapf, Warren, &
Henderson, 2008) or legal sanity (Murrie & Warren, 2005). Although these
studies could not address all possible explanations for the differences in evaluator
opinions, these studies do suggest that forensic evaluators are probably not
interchangeable. Rather, differences in the evaluators themselves likely contribute
to differences in their patterns of opinions, and these evaluator differences warrant
further study.

More relevant to this study of forensic assessment instruments in SVP
proceedings, recent research suggests that evaluator differences can account for
some of the variability in PCL–R scores, even outside the pull of adversarial legal
proceedings (Boccaccini, Turner, & Murrie, 2008). This study examined PCL–R
scores for more than 300 offenders who were evaluated by one of 20 different
experts during the first step of Texas’s SVP evaluation process. Differences
between evaluators accounted for approximately 30% of the variance in PCL–R
scores, with the average PCL–R scores given by two of the most prolific
evaluators differing by nearly 10 points.

A carefully designed experiment might allow researchers to calculate the
relative effects of offender characteristics, evaluator characteristics, and adver-
sarial allegiance on evaluator opinions or measure scores. The ideal study would
have (a) a large pool of evaluators, (b) randomly assigned to perform some
evaluations for the prosecution and an equal number for the defense, and (c)
opposing scores for every case. For many reasons, this ideal study is virtually
impossible in most real-world contexts. For example, the adversarial system
rarely encourages random assignment of evaluators to cases, and policies pro-
tecting attorney work–product allow discretion about disclosing evaluator scores
and opinions. Given the challenges to real-world experimental studies, investi-

44 MURRIE ET AL.



gating adversarial allegiance will likely continue to require naturalistic, and
imperfect, designs such as the present study.

Despite the practical challenges to researching adversarial allegiance in fo-
rensic evaluation, it is important for researchers to attempt these studies, partic-
ularly with cooperating jurisdictions or systems. Some jurisdictions may be
understandably wary of facilitating this type of study. However, any short-term
drawbacks are likely outweighed by the potential for substantial practical benefits
in the long term. Studies that identify the nature and extent of adversarial
allegiance lay the groundwork for improvements that minimize the influence of
this adversarial allegiance. In SVP proceedings, for example, minimizing adver-
sarial allegiance increases the likelihood that limited commitment resources are
devoted to those offenders who most closely match commitment criteria and pose
the greatest risk to the community.

Implications for Addressing Adversarial Allegiance in Law and Policy

In some respects, we should consider cautiously any policy implications from
this study. After all, data are based on a sample of 72 cases from one state, which
is only one of the nearly 20 states with SVP laws. Any policy implications must
be tentative, recognizing that only additional research can reveal whether findings
from this study are typical of other jurisdictions as well.

On the other hand, this study (along with the Murrie et al., 2008 and
Boccaccini, Turner, & Murrie, 2008 studies of the same jurisdiction) offers the
only available case data on an understudied but important question. The jurisdic-
tion from which these data are drawn appears similar to other jurisdictions in
terms of how SVP screening, evaluations, and trials take place.8 There is no
reason to expect stronger or weaker patterns of adversarial allegiance in this
jurisdiction as compared with others. Therefore—although it is important not to
overvalue these findings—it also seems important not to underestimate the degree
to which these findings may carry implications for other jurisdictions, at least until
other research specific to those jurisdictions becomes available.

Perhaps the most straightforward and narrow question these results raise is:
How might systems reduce the impact of adversarial allegiance on test scores? It
may be reasonable to require SVP evaluators to participate in uniform instrument
training or formally demonstrate additional instrument expertise and correct
scoring. This approach seems most appropriate if we assume that poor rater
agreement results primarily from generally poor scoring practices that, perhaps
inadvertently, drift in the direction of adversarial allegiance. If we assume that
scoring in the direction of adversarial allegiance is more intentional than inad-
vertent, mandated training is probably of less help. In either case, systems may
benefit from outside consultation to better understand the nature and extent of
scoring problems related to adversarial allegiance in their jurisdiction.

8 Texas is unique among the states with SVP laws in that offenders civilly committed as SVPs
in Texas face outpatient commitment only, albeit with extremely rigorous restrictions. Inpatient
commitment is not an option. However, there is no reason to believe that a unique commitment
arrangement would lead to unique findings regarding adversarial allegiance when the precommit-
ment process is similar to the process in most other states.
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Even if systems make some progress in reducing the influence of adversarial
allegiance on instrument scores, it remains important to ask: To what extent
should correctional policies and court decisions be influenced by scores on
instruments, if instrument scores are influenced by adversarial allegiance? Find-
ings demonstrating that certain instruments are vulnerable to the effects of
adversarial allegiance, whereas others are more robust, should probably deter
correctional systems from using the more vulnerable instruments. In court, there
may be good reason to challenge the admissibility of particular instruments if
research evidence continues to suggest that their scores are influenced by adver-
sarial allegiance. At a minimum, courts should view with a healthy skepticism any
results from the PCL–R or MnSOST–R as scored by retained evaluators in
adversarial proceedings.

Of course, instruments are only vulnerable to the effects of adversarial
allegiance if the evaluators who score them are vulnerable.9 Therefore, the
broader policy questions involve how we might minimize the influence of adver-
sarial allegiance on evaluators. Certainly these questions are not new. For de-
cades, observers have complained—although usually through anecdotes and im-
pressions rather than empirical data—of bias or partisanship by expert witnesses.
There is no shortage of proposed solutions, but each proposed solution to the
problem of adversarial allegiance brings problems of its own (see Mnoonkin,
2008, for an excellent review).

For example, one popular suggestion to reduce adversarial allegiance
among expert witnesses is to rely only on “neutral experts” appointed by the
court rather than either litigating party. A well-qualified, court-appointed
neutral expert may in fact solve the problem of adversarial allegiance influ-
encing instrument scores by providing the court with more trustworthy data
(i.e., something closer to the “real” scores). However, as Mnoonkin (2008)
emphasized, neutral experts may be problematic in those cases in which
scientific data is insufficiently developed, under dispute, or open to legitimate
differences of opinion. In these instances, the neutral expert can rarely convey
to the court the nature and extent of the scientific dispute or clinical ambiguity.
The jury may simply follow the expert’s summary opinion (particularly
because the expert is perceived as neutral and trustworthy), bypassing much of
the deliberation and evidence weighing that occurs when juries consider
contrasting opinions from opposing experts. In short, neutral experts may
make the juries’ job easier, but their presence makes less likely the careful
consideration of opposing perspectives that our adversarial system of justice
prioritizes. Particularly in SVP proceedings—in which the necessary science
is generally underdeveloped and there remains much room for reasonable
clinicians to disagree (Murrie et al., in press)—we should probably be leery of
interventions that reduce opportunities for courts to consider contrasting data
or contrasting interpretations of ambiguous data.

9 For this reason, we do not argue that abandoning all instruments is a solution to the problem
of adversarial allegiance influencing test scores. Even if some instruments are vulnerable to
adversarial allegiance, there is no reason to believe that unaided, unstructured clinical judgment is
less vulnerable to adversarial allegiance.
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In contrast to the court-appointed “neutral expert” role, policies in the juris-
diction that we studied may enhance the visibility of adversarial allegiance. For
example, defense counsel is free to consult with potential evaluators, asking them
to review case materials and even provide preliminary opinions, before retaining
them to formally evaluate the respondent. Consistent with United States v. Alvarez
(1975), the court is therefore not exposed to opinions offered by any “discarded
experts” whom attorneys screen for possible participation in a case but ultimately
do not retain for a full evaluation and testimony.It is important to note that these
discarded experts might have offered opinions that are quite concordant with one
another or with the petitioner’s evaluator. In other jurisdictions (consistent with
United States ex rel. Edney) prosecutors are allowed access to experts whom the
defense has decided not to use. Our study could not identify which respondent
evaluators were the only ones consulted on the case and whose selection was the
result of extensive screening; nor would the jurors, judge, or petitioner be privy
to this information. Thus, we again emphasize that our results may not generalize
to all forensic opinions in adversarial proceedings; rather, results reflect only
opinions visible at the point of deposition or trial testimony.

On reviewing the research findings that suggest adversarial allegiance, it is
tempting to favor an Edney-like arrangement in which the petitioner could query
all of the respondent’s consulting experts rather than only the one who provided
a favorable opinion. Under such an arrangement, we might observe better agree-
ment among more evaluators and less apparent adversarial allegiance. However,
such a change would make it even more difficult for the respondent to pursue a
defense against civil commitment.10 The Alvarez court suggested that an attorney
“must be free to make an informed judgment with respect to the best course for
the defense without the inhibition of creating a potential government witness”
(United States v. Alvarez, 1975).11 In SVP proceedings, counsel for the respon-
dent may be reluctant to seek an evaluation, or even a consultation, if results are
not protected from discovery. However, seeking an evaluation is likely a crucial
defense strategy in a legal proceeding that revolves primarily around expert
opinion. In summary, many of the approaches that appear likely to reduce
adversarial allegiance are those that may also reduce defense counsel’s options to
explore reasonable defense strategies.

Overall, the problem of score differences in the direction of adversarial
allegiance is probably intertwined with several policies that reflect deeply held
values about the benefits of due process and an adversary system of justice. A core
value of the adversary system is the opportunity for opposing sides to put forward
their best case. Therefore, there is nothing inherently problematic about attorneys
searching for clinicians who are most likely to interpret the available data in a
manner favorable to their case. Indeed, in a field such as SVP risk assessment,

10 In Texas, almost all cases have been decided in favor of civilly committing the respondent.
11 To be clear, both Alvarez and Edney applied to criminal justice proceedings, but the

implications are similar in quasi-criminal proceedings such as SVP trials. The American Bar
Association’s (1989) Criminal Justice Mental Health Standards also favor an Alvarez ruling, except
in cases in which it is clear that defense counsel has consulted many experts specifically to make
them unavailable to the prosecution (see Melton et al., 2007, for an excellent overview of issues
related to Edney and Alvarez).
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which features many issues on which reasonable professionals may disagree, we
can expect attorneys to seek and favor evaluators whose positions on these
debatable issues are most conducive to the attorney’s case strategy. What is
striking about our findings, however, is that opposing evaluators differed not
simply on scientifically debatable issues but also on the scores they derived from
ostensibly objective assessment instruments, which have clear scoring guidelines
and strong rater agreement values in nonadversarial research contexts. For this
reason, we suspect that the problem of score differences in the direction of
adversarial allegiance primarily reflects a problem with evaluators much more
than it reflects a problem with legal policy or practice.

Therefore, our results also have implications for the policies that guide
forensic mental health professionals. The Specialty Guidelines for Forensic Psy-
chologists (Committee on Ethical Guidelines for Forensic Psychologists, 1991),
which are currently under extensive revision, give some attention to adversarial
allegiance and the need for objectivity. However, these guidelines are considered
“aspirational” rather than regulatory in the strictest sense. Indeed, the field of
forensic mental health assessment is not currently regulated by any clearly
recognized professional standard of care, but there is recent movement toward
articulating clearer standards of practice (Heilbrun, DeMatteo, Marczyk, & Gold-
stein, 2008). As this movement continues, it will be important to consider the
issue of adversarial allegiance.

However, regulating adversarial allegiance, even within the mental health
fields, is a delicate matter. Because many scientific or clinical issues that arise at
trial are those in which well-qualified professionals may genuinely and reasonably
disagree (Mnoonkin, 2008), overzealous efforts to addressed adversarial alle-
giance could do more harm than good, both to clinicians and the courts that rely
on their input. Nevertheless, it may be helpful to have some mechanism to address
clinician behaviors that, in a manner linked to adversarial allegiance, clearly and
substantially deviate from firmly established guidelines (e.g., scoring procedures
delineated in instrument manuals or formal diagnostic criteria delineated in the
Diagnostic and Statistical Manual of Mental Disorders [4th ed., text revision;
American Psychiatric Association, 2000]). Melton and colleagues (2007) sug-
gested negligent misdiagnosis as one possible ground for malpractice litigation
addressing forensic assessment. Heilbrun and colleagues (2008) elaborated that
clinicians might commit negligent misdiagnosis “by obtaining so little informa-
tion that mistakes are far more likely and plausible alternatives are not tested”
(p.14). Similarly, clinicians who seek information only to support an adversarial
position or dismiss information contradictory to their position may be similarly
negligent in the service of adversarial allegiance.

Conclusion

Results from our small sample strongly suggest that scores on some popular
measures widely used in legal proceedings may be influenced by adversarial
allegiance. There appeared to be less interrater disagreement on the STATIC-99
than on the MnSOST–R and the PCL–R, which suggests that some measures may
be more vulnerable than others to the pull of the adversarial system. Therefore, we
recommend further research—both by scholars and systems—to investigate the
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potential influence of adversarial allegiance in forensic evaluation and expert
testimony. We also recommend that forensic evaluators, and the courts that
consider their input, examine carefully the ways in which adversarial dynamics
may have influenced their evaluation procedures, instrument scoring, and opinion
formation.
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ABSTRACT Statistics were derived from casework from the Minnesota
Bureau of Criminal Apprehension Latent Print Unit. These data represented a
portion of the latent print casework completed in the 2003/2004 calendar years
(N D 673 cases) and 2009/2010 calendar years (N D 885 cases). The 2003/2004
data revealed latent print recovery rates from various exhibits. Identifiable
latent prints were recovered 13% of the time on firearms, 13% of the time on
plastic bags, and no identifiable latent prints were recovered from fired or
unfired ammunition. The processing of evidence prior to submission to the
laboratory increased the chances of latent print recovery. Both data sets were
explored for the rate at which identifiable latent prints were reported (61% of
cases in 2003/2004 and 54% of cases in 2009/2010) and the rate at which
identifiable latent prints were subsequently identified to an individual in the
case (23% of cases in 2003/2004 and 25% of cases in 2009/2010). There was no
noticeable difference for the identification rate in property crimes versus crimes
against people.

The 2009/2010 data were explored for possible effects from analysts having
access to contextual information or significant interaction and communication
with police officers or prosecutors while working a case. We noted that 2% of
cases in the data qualified for this condition—the majority of BCA-LPU cases
are worked without contextual information or police interaction. Comparing
high context/high interaction cases versus no context/no interaction cases, we
found the latent print identification rates to be equal (21% versus 22%,
respectively).

KEYWORDS Fingerprints, bias, statistics, recovery rates, firearms, ammunition

INTRODUCTION

Finding a source for detailed and accurate fingerprint evidence from a crime
lab can be difficult. While some sources have provided general trends for foren-
sic service providers, proficiency testing results, or crime justice statistics (5;
Peterson et al. 2013), few crime labs actually publish data from their case results.
Elsewhere, we have reported data from a field study that focused on the volume
of unrecovered evidence and its potential weight of evidence (Neumann et al.
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2011), but that study did not examine elements such as
recovery rates from various processing techniques, sub-
mission trends, AFIS use and success, etc. The aim of
the present paper is to provide casework statistics, such
as latent print recovery rates and rates of identification,
that one would find in a fingerprint laboratory.

With respect to latent print recovery rates, recovery
rates on firearms and ammunition in actual casework
have been reported elsewhere (Barnum and Klasey
1997; Johnson 2010; Pratt 2012; Maldonado 2012).
These sources noted consistent recovery rates of 11%,
12%, 10%, and 13%, respectively, for firearms or maga-
zines from firearms, depending on the study. We wish
to contribute to those data as well, while adding
another layer of information by further subcategorizing
our firearms, as was done by Pratt (2012). Recovery
rates of latent prints from plastic bags from casework
have not been reported to date.

A portion of the present paper was dedicated to the
exploration of possible bias effects from significant
interaction between the forensic analyst and the case
investigator, or from analyst exposure to contextual
information about the case—information which has
nothing to do with the processing of the evidence.
Much has been made of these interactions, and there is
general concern for the influence it may have on the
accuracy of the results from a crime lab (Kassin, Dror,
and Kukucka 2013; Dror 2013; Dror and Hampikian
2011). Yet to date, no source has demonstrated that, in
a crime lab that works a high volume of cases, these
errors are frequent and exposure to contextual case
information is to blame. Contrived research, anecdotal
cases, and miscarriages of justice have showcased these
dangers (Office of the Inspector General [OIG] 2006;
Cole 2006; Dror and Charlton 2006). Yet, in compara-
ble non-forensic, diagnostic testing domains, such as
radiological diagnostic testing, there is considerable
debate about the advantages and disadvantages of mak-
ing patient clinical history available to the radiology
technician to render an accurate and efficient assess-
ment of the case (Potchen et al. 1979; Potchen et al.
2000; Loy and Irwig 2004; Dhingsa et al. 2004). Fur-
thermore, some research in the forensic domain has
pointed toward the benefits of information exchange
between analysts and investigators (8; 9; 3; Roberts and
Willmore 1993), while still acknowledging the pitfalls
of bias effects. This has prompted some authors to
argue that shielding a forensic analyst from case infor-
mation or failing to consider the evidence in the

context of the specific case may in fact lead to more
error or missed opportunities to critically evaluate the
evidence (1; Thornton 2010). They argue, generally,
that forensic scientists should enter a professional dia-
logue with the investigator to develop an appropriate
resource-conscious forensic strategy. This strategy can
limit the examination and testing just to those eviden-
tial items which can impact the investigation.

In the midst of this debate, there has been a call for
better quality assurance measures to prevent domain
irrelevant information exchange between the analyst
and the investigator (National Research Council 2009).
These suggested measures have ranged from blinding
the analyst from all domain irrelevant information in
every case (Haber and Haber 2008) to a sequential
unmasking approach, whereby case information is
revealed (“unmasked”) after critical decision making
stages have been completed (Krane et al. 2008). In this
scheme, the analyst will eventually have access to all
the case information, but only after it cannot influence
the analyst’s decision. Other variations to these
schemes have been proposed such as blind verification
in select cases (Cole 2013) or evidence line-up/distrac-
tor sample approaches (Wells, Wilford, and Smalarz
2013). Typically, these quality assurance measures must
be introduced by a case coordinator, who assigns the
case, filters information, and acts as a liaison between
the analyst and investigator. This approach raises some
questions such as: 1) which information should be
kept from an analyst? 2) what if contextual case infor-
mation could help the analyst make more accurate, effi-
cient, and informed decisions about the case? and 3) at
what cost (both monetarily and in terms of benefits ver-
sus risks) do these changes bring? (Langenburg 2012).

The present paper explores these issues and identifies
which cases may actually present the most danger of
error from bias. This will give a clearer picture of what
resources are required to address this issue or where
best to concentrate efforts and quality assurance meas-
ures to limit bias effects.

Demographics of Minnesota and the
BCA-LPU

The data in the present paper represent samplings
from actual casework for the Minnesota Bureau of
Criminal Apprehension Latent Print Unit (BCA-LPU).
To properly assess these data, it is important to
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understand how the BCA-LPU operates and what are
the characteristics of BCA-LPU, the BCA in general,
and the State of Minnesota. Before comparing data
between agencies, it is important to ensure that what
constitutes a “case,” similar workflows, and similar pro-
cesses are compared for a fair apples-to-apples
comparison.

There are approximately 5.3 million people living in
Minnesota (United States Census Bureau 2012). About
60% of the population (3 million people) live in the
Minneapolis/St. Paul metropolitan area and suburbs,
and the remainder of the population is spread through-
out the mostly rural farmland or heavily wooded and
lake abundant state.

The BCA-LPU is the latent fingerprint section for
the State of Minnesota. The BCA-LPU services 87
counties. In actuality, since the two largest metropoli-
tan areas in Minnesota, St. Paul and Minneapolis,
have their own latent print units, the BCA-LPU does
not routinely receive requests from these agencies. In
effect, the BCA-LPU receives the cases from the
greater metropolitan area and the rest of the State of
Minnesota. The BCA-LPU is comprised of two labo-
ratories: the headquarters laboratory in St. Paul and a
regional laboratory in Bemidji. The St. Paul lab serv-
ices the lower half of the state and the metropolitan
area and the Bemidji lab services the upper half of the
state, which is more rural and less populated. The
BCA-LPU currently employs seven analysts (two in
the satellite lab and five in the central headquarters).
The range of experience of these analysts is from
4 years to 25 years in latent prints. The BCA-LPU is
part of an accredited laboratory system, under
ISO17025, and offers other testing services (e.g.
DNA, firearms, etc.). All of the BCA-LPU analysts are
certified latent print examiners by the International
Association for Identification (IAI).

The BCA-LPU provides processing, comparison,
and AFIS services. Analysts typically process their
own evidence, perform photography of any identifi-
able latent prints, perform the comparisons, enter
unidentified latent prints into AFIS, and write their
reports. The BCA laboratory offers on a voluntary
basis, the opportunity to join the BCA Crime Scene
Team, which primarily assists local law enforcement
when requested on homicides, kidnapping, officer-
involved shootings, etc. Many of the BCA-LPU serve/
have served on this team. This is relevant because, in
those cases, the attending analyst often will also be

the case-working fingerprint analyst. The authors
anticipate that the readers will have mixed feelings
about this. On the one hand, the attending analyst
understands why and how the latent print evidence
was collected and which evidence is most critical. On
the other hand, there may be concern that this level
of interaction, exposure to contextual information,
and perhaps even emotional investment, may influ-
ence an analyst’s decision in the case. The authors spe-
cifically wanted to explore that issue in this paper as
well.

In the vast majority (over 99%) of the cases received
by the BCA-LPU, the analysts receive case submissions
from local law enforcement. These local police and
sheriff departments have responded to a scene, col-
lected (and possibly processed to some extent) evi-
dence, and submitted it to BCA. The delay of evidence
submitted to the BCA-LPU can vary from a few days
to sometimes more than a year or more after the crime.
Because the evidence is received by “Evidence Special-
ists,” who take evidence into the BCA for all the foren-
sic sections at the BCA, the BCA-LPU analysts rarely
have contact with a submitter at the time of delivery.
In the course of working the case, the analyst may have
a need to contact the investigator with follow-up ques-
tions. These questions may occur at the beginning of
the process (e.g. “which of these 100 items should I
start processing first?” “this person does not have a fin-
gerprint record against which to compare”) or near the
end of the process (e.g. “I have identified the suspect in
the case several times, do I need to continue to com-
pare all the remaining 20 latent prints to this suspect
too?”). Often these questions help the analyst to allo-
cate their time and resources effectively. The concern
by some commentators is that in the course of those
conversations, the potential to be exposed to biasing
contextual information exists (Dror, Charlton, and
P�eron 2005; Mnookin 2010).

The BCA-LPU received approximately 1400 case
submissions for the 2012 calendar year. This submis-
sion rate has steadily climbed over the last 10 years.
The submission rate was around 1,000 to 1,100 cases
ten years ago. A Bureau of Justice (BJS) survey in 2005
reported the median number of latent print examina-
tion requests in the U.S. was 909 cases for the 194 agen-
cies that responded to the BJS survey (Durose 2008).
This places the BCA-LPU slightly above those submis-
sion rates, and certainly these numbers have increased
since 2005.

17 A Report of Statistics from Latent Print Casework
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MATERIALS ANDMETHODS

For the present paper, two data sets were prepared
by random sampling of completed BCA-LPU cases.
The first data set, which focused on recovery rates,
is referred to as the 2003/2004 data set. The second
data set, which focused on rates of identification,
impact of AFIS, and effect of exposure to case con-
text information and interactions between forensic
analysts and investigators, is referred to as the 2009/
2010 data set.

The 2003/2004 set was prepared by sampling 673
cases from a 12-month period of cases worked by the
BCA LPU in mid-2003 through mid-2004. At that
time, the BCA LPU was working about 1,000 to 1,100
cases per year. This sample is about two-thirds of the
cases worked in that time period. Specifically, the sam-
ple represented about 50% of the cases worked in the
St. Paul laboratory, and about 70% of the cases worked
in the Bemidji laboratory in this time period.

Data were collected through the use of a data sheet
prepared for each case. At the end of the data collec-
tion period, the data were entered into a Microsoft
Access (2003) database for analysis.

The 2009/2010 data set was prepared by sampling
885 cases from a 12-month period of cases worked by
the BCA LPU in 2009 and 2010. There were approxi-
mately 1,200 cases per year received by the BCA in
2009 and 2010. This sampling represented approxi-
mately 75% of the cases worked in St. Paul and 30% of
the cases worked in Bemidji. Caution is warranted
when comparing the data from 2003/2004 to the data
in 2009/2010; proportions should be compared to
minimize sampling and population size differences.

The BCA codes a case during its submission based
on the submitting officer’s description of the case. For
the 2003/2004 and 2009/2010 data sets, we pooled
case types together to identify four classes of case type.
These are:

1) Property crimes: includes burglary, theft, auto theft,
fire investigation, forgery, fraud, stolen property,
and vandalism.

2) Crimes against people: includes cases with death
investigation, homicide, attempted homicide, rob-
bery, criminal sexual conduct, assault, kidnapping,
threats, stalking, hit and run, etc.

3) Drugs: includes controlled substances with posses-
sion, sale, or manufacture.

4) Weapons: includes cases with unlawful discharge or
unlawful possession of a firearm.

In the 2009/2010 data, we assessed the level of
interaction between the case analyst and the police/
investigator(s)/prosecutor(s). We also assessed the
amount of contextual information, such as police
reports or investigative information, available to the
analyst in the case. To collect these data, a work-
sheet was completed for each of the sampled cases
by reviewing the case reports. We also reviewed the
LIMS (Laboratory Information Management Sys-
tem), which tracks case information and would
include such things as communiqu�es between the
analysts and investigators, police reports available to
the analyst at the time of the examination, and
notes regarding the analysts’ observations or deci-
sions in a case.

We categorized the level of interaction as “high,”
“moderate,” or “none/minimal.” The level of interac-
tion was deemed “high,” “moderate,” or “none/mini-
mal” based on the following criteria:

� High D significant interaction between investigators
or prosecutor, resulting from at least 3 phone calls,
at least 3 email exchanges, or attendance at the crime
scene.

� Moderate D 1-2 email or phone call exchanges
between submitting officer(s), prosecutor(s), or inves-
tigator(s) typically where case information and
details are exchanged.

� None/minimal D no recorded contact with submit-
ting officer(s), prosecutor(s), or investigator(s), or
minimal contact to clarify a case question (e.g., an e-
mail to check the spelling or date of birth of a sus-
pect, a phone call asking if the item had already been
processed, etc.

This assignment was obviously a judgment call of
the researchers. If there was any doubt, and any case
information appeared to be exchanged with the ana-
lyst and the requesting parties, then the case was
classified at a minimum as “moderate” interaction.
We also considered the reading of case information
to be a type of “interaction.” If it was clear in the
LIMS that the analyst had read considerable case
information (high or moderate context report) then
the level of interaction would be increased one level
(i.e., “none/minimal” interaction was raised to
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“moderate” if the analyst clearly read a detailed case
report). Although it should be noted that it was
only clear in 9 of 885 cases in the LIMS that the
analyst had read the report. It was also possible that
a detailed report was present, but it was not read by
the analyst.

The amount of contextual information available to
the case analyst was categorized as “high,” “moderate,”
or “none/minimal.” The level of contextual informa-
tion was deemed “high,” “moderate,” or “none/mini-
mal” based on the following criteria:

� High D significant case details were available in
LIMS. Typically, in “high context” cases, officers
have submitted detailed reports about the scene or
the investigation. These reports may include investi-
gator theories, detailed interviews with suspects, sus-
pect statements, or details and observations made
by investigators at the crime scene or during collec-
tion of the evidence. Cases where the analyst
attended the crime scene were also deemed “high
context.”

� Moderate D short reports or details about the crime
or investigation were provided by the investigator in
addition to the standard submission forms required
by BCA.

� None/minimal D no case details were provided
at all, or only minor, domain relevant informa-
tion, or required information for case submission
were provided on standard BCA submission
forms.

RESULTS AND DISCUSSION

Latent Print Submissions by Case
Type

The BCA LPU received approximately 1,000 to
1,200 case assignments per year in the considered time
frames for both data sets. Recent submission rates for
2011 and 2012 have increased by 20% to approxi-
mately 1400 per year.

The distribution of cases for both the 2003/2004
data set (recovery rate data set) and the 2009/2010 data
set (conclusion rate data set) is shown in Figure 1
below. It can be seen that property crimes were the
most common case type submissions for latent prints.
The BCA-LPU received over four times as many prop-
erty crimes as crimes against people or drug cases.

Care must be taken when comparing the two data
sets in Figure 1. The two samples have different sizes,
N D 673 and N D 885. A two-sample Z test for propor-
tions can be used to assess the statistical significance of
the difference in submissions between the two data
sets. There was a significant increase (Z D -4.18; p <

0.001) for property crime cases from 2003/2004 to
2009/2010; 432 out of 673 cases (64%) in 2003/2004
were property crimes compared to 655 out of 885 cases
(74%) in 2009/2010. Simultaneously, there was also a
significant decrease (Z D 3.15; p D 0.002) in crimes
against persons submissions for latent print analysis.
The differences between the number of weapons and
drugs submissions between the data sets were not statis-
tically significant (p > 0.05). The shift in property

FIGURE 1 Comparison of case submissions requesting latent print examinations by category of case type.
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crimes and crimes against people may be due to
changes in the types of cases submitted for DNA
analysis.

From 2003 to 2009, the BCA saw a significant
increase in property crime cases submitted for DNA
analysis. In 2003, the BCA received 1,714 DNA assign-
ments; 224 (13%) were property crime cases. In 2009,
the BCA received 3,407 DNA assignments; 907 (27%)
were property crimes. The sheer volume of casework
for DNA had doubled, but the proportion of property
crimes for DNA analysis had also doubled. In many of
these cases, latent prints were also being requested by
the submitters, or a DNA analyst at the BCA would
recommend latent print examinations to the submitter
in lieu of, or sometimes in addition to, DNA examina-
tions. This collateral effect is clearly seen in Figure 1,
both in the increase in submissions, but also in the
increased proportion of property crimes. We refer to
this as the “DNA trickle down” effect.

It should also be noted that, in 2003, there were 15
BCA DNA analysts to work the 1,714 submissions. In
2009, when the number of DNA submissions doubled
to 3,407, the number of BCA DNA analysts had also
nearly doubled to 27. In 2003, the BCA LPU had 7 fin-
gerprint analysts In 2009, the BCA LPU had 7 finger-
print analysts. Today at 300 more submissions
annually than in 2009, the BCA LPU has 6 (and a half
timer) fingerprint analysts.

While funding and backlog reduction funds (e.g.,
Coverdell grant) have been prioritized for DNA labora-
tories in the U.S., the same cannot be said for most
latent print units. Unfortunately, the latent print sec-
tions have not received the benefit of funding and per-
sonnel to match their DNA counterparts. As a result,
the increase in DNA testing requests has increased the
burden on the latent print section without a commen-
surate investment in latent print personnel or resources.

Identifiable Latent Prints and
Identification Rates

When determining the intrinsic value of latent
print evidence, an analyst at the BCA-LPU will first
note the presence of ridge detail, if any, observed on
the exhibit. Then the analyst will determine its “suit-
ability” (or in some agencies “value”) for comparison.
This is the analyst’s judgment of the utility of the
impression and the likelihood that they will be able

to reach a definitive conclusion (“identification” or
“exclusion”). Agencies will vary in how they apply
this approach as noted by SWGFAST standards (Sci-
entific Working Group on Friction Ridge Analysis
Study and Technology [SWGFAST] 2013). BCA-
LPU subscribes to Approach #2 as described in those
standards, whereby most impressions are compared
with the expectation that they can be identified
when presented with the correct source exemplars,
but not in all cases. In some cases, the correspon-
dence may be insufficient and an “inconclusive”
opinion due to the limited information in the latent
print, may be rendered. For the non-technical reader,
we have opted for the remainder of the paper to refer
to these latent prints that have been deemed compa-
rable by the analyst as “identifiable,” although in
actual practice at the BCA-LPU we use the term
“suitable for comparison.” Finally, it must be clari-
fied, that this decision of “suitability” takes place
before ever viewing the exemplars of any of the sub-
jects in the case; it takes place during the analysis
stage of the Analysis-Comparison-Evaluation-Verifi-
cation (ACE-V) process (Langenburg and Champod
2011).

In the 2003/2004 data, we recorded if the analyst
observed “any ridge detail.” This would include cases
where ridge detail was observed by the analyst, but not
recovered due to the perceived inability to exploit the
ridge detail. This question was not asked in 2009/2010,
although cases from 2009 comprised the data set used
in a previous study (Neumann et al. 2011) where the
amount of unrecovered ridge detail was quantified and
explored. In the 2009/2010 data, we were only con-
cerned with the proportion of cases with identifiable
latent prints. Lastly we examined the proportion of
these cases where the identifiable latent prints resulted
in “identification” decisions to either the victims or the
suspects. The distinction between victim and suspect
identifications was not made in the 2003/2004 data,
but was explored in detail in the 2009/2010 data. These
data are shown in Table 1 and they are further decon-
structed by case type.

In the 2003/2004 data, 575 out of 673 (85%) cases
had at least one item of evidence that bore some visi-
ble ridge detail for the analyst to evaluate for its
potential “value.” Of these 575 cases, 410 (410 out of
673 total cases D 61%) resulted in latent prints
deemed “identifiable.” Finally, for these 410 cases
where suitable ridge detail was observed, 152 cases
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(152 out of 673 total cases D 23%) had at least one
“identification” decision.

In the 2009/2010 data, 480 out of 885 (54%) cases
bore at least one latent print deemed identifiable. If we
compare this to the 2003/2004 data, we see there is a
drop from 61% to 54% of cases with identifiable latent
prints. This is a statistically significant decrease (Z D
2.64: p D 0.008), and may be due in part to the previ-
ously discussed “DNA trickle down” effect from
increased property crime submissions for both DNA
and latent prints. It may be possible that some of these
exhibits selected for DNA testing may not have been
the most appropriate or conducive for latent print evi-
dence, but since the exhibit has been submitted for
DNA, the officer requests latent print examination to
be done anyway. There is no actual cost to the officer
or prosecuting attorney and these decisions may not
always be carefully considered. It may be one of the fac-
tors leading to some of the observed backlogs in crime
labs (Durose 2008). Perhaps an approach closer to the
“case assessment model” as proposed by Cook, et al.
(1998) may lead to better screening and evidential
choices. A discussion between the scientist and the
investigator may allow for better choices when selecting
which items to analyze, or which tests to perform,
despite the potential risk of bias.

Recovery Rates From Various Exhibits

The rate of recovery of latent prints from various
substrates and exhibit types was not explored in 2009/
2010, therefore the data below only represent the
2003/2004 dataset. The cases were sorted into three
categories:

1) Lifts only: these were cases where latent prints were
recovered at the scene only by tape lifts or photo-
graphs. No exhibits to examine or process were
submitted.

2) BCA processing: these cases required processing of
exhibits by the BCA. They are the most time con-
suming due to the sequential application of differ-
ent development techniques.

3) Submitting agency processed: these cases had exhib-
its that were processed by technicians prior to the
submission to BCA. Processing may have occurred
in the field or at the submitter’s agency.

Figure 2 shows the relative proportions of cases
where “lifts only,” “submitter processing,” or “BCA
processing” was performed. Of the 673 reviewed cases,
330 cases (49%) were cases where only lifts were sub-
mitted from evidence technicians in the field, 288 cases
(43%) were cases were BCA was required to process
exhibits, and 55 cases (8%) were cases where the evi-
dence technician did the processing before submitting
the exhibit. Roughly speaking then, about half the
cases submitted to BCA required no processing, while
half the cases required some processing and/or
photography.

When we examined the effect of processing by tech-
nicians prior to submission, we see in Figure 3, that the
lift cases bore identifiable latent prints 77% of the
time, while the submission of the exhibit only for BCA
processing produced identifiable latent prints 41% of
the time. Where the submitter performed processing of
the exhibit prior to submission, identifiable latent
prints were recovered 67% of the time. One of the
explanations for this difference may be that the submit-
ters processed many more items that were not

TABLE 1 The Proportion of Cases with Identifiable Latent Prints and “Identification” Decisions are Compared Between the 2003/2004

and 2009/2010 Data Sets. Percentages Reported are Using the Total Number of Considered Cases (N D 673 and N D 885) as the

Denominator

2003/2004 (N D 673) 2009/2010 (N D 885)

Number of

cases with any

ridge detail

observed

Number of

cases with

identifiable

latent prints

Number of

cases with

“identification”

reported

Number of

cases with

identifiable

latent prints

Number of

cases with

“identification”

reported

Property crime 398 (59%) 304 (45%) 101 (15%) 384 (43%) 167 (19%)

Drugs 53 (8%) 31 (5%) 17 (3%) 26 (3%) 14 (2%)

Weapons 14 (2%) 4 (<1%) 4 (<1%) 4 (<1%) 1 (<1%)

Crime against persons 110 (16%) 71 (11%) 30 (4%) 66 (8%) 40 (5%)

Total 575 (85%) 410 (61%) 152 (23%) 480 (54%) 222 (25%)
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submitted; they only submitted those items where they
observed some apparent ridge detail. The same would
be true with respect to lifts. This may demonstrate an
efficient selection of exhibits, both for the presence of
useable ridge detail, but also for the purpose of choos-
ing to process the exhibit in the first place. In other
words, field technicians may be making good choices
about what exhibits to process and which to submit.

Another explanation (not mutually exclusive) for the
high recovery of identifiable latent prints from pre-
processed exhibits is that preservation in the field, or
after a relatively short time from the deposition of the
latent print, may increase the recovery rates due to the
fragility and volatility of latent print residues. While
the crime lab may have premier equipment and exper-
tise in the development of latent prints, these

FIGURE 3 The percentage of cases that resulted in identifiable latent prints and the fraction of those cases with identifiable latent

prints that resulted in an “identification” decision reported.

FIGURE 2 Distribution of cases in the 2003/2004 data set by level of pre-processing performed by submitters to BCA.
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advantages may be lost when the evidence sits for sev-
eral months before being processed due to delays in
submission and case backlogs. Lastly there may be
some potential loss of evidence during the collection,
packaging, and transportation of the unprocessed evi-
dence to the crime laboratory.

Figure 3 also shows the relative proportion of cases
with identifiable latent prints which subsequently led
to at least one “identification” decision in the case. It
can be seen in Figure 3 that while lift cases produced
identifiable latent prints 77% of the time, only about
one-third (31%) of these cases led to an “identifica-
tion.” In the cases where the BCA processed the item
or the submitter processed the item, identifiable latent
prints were recovered about half the time (47% and
49% respectively). A possible explanation for this dif-
ference is, again, the relevance of the exhibit. In lift
cases, lifts may often come from immovable objects in
public places or with unrestricted access (doors, coun-
ters, windows, tables, vehicles, vending machines,
Automatic Bank Teller Machines, etc.). Many individu-
als without relation to the crime could have touched
these surfaces from which the lifts were generated.
Whereas the choice to process an exhibit with cyanoac-
rylate, ninhydrin, etc. may be with an eye towards a
very relevant object related to the crime, with limited
access to a handful of individuals.

The BCA has four major protocols for processing
evidence depending on the type of surface and latent
print residue that may be deposited on the substrate.

These processing protocols are: 1) non-porous (e.g.
glass, plastic, metal, etc.); 2) porous (e.g. papers, checks,
cardboard, etc.); 3) adhesive (duct tape, stickers,
stamps, etc.); 4) blood processing (enhancement of visi-
ble ridge detail deposited with blood matrix). Figure 4
shows that in the 288 cases where BCA processing was
required, non-porous processing (N D 206) is the most
commonly used processing protocol at BCA, followed
by porous processing (N D 51). Some cases (N D 29)
required the use of multiple processing techniques.
Typically, when porous processing or multiple techni-
ques are required, these cases become more labor inten-
sive and time-consuming. Also, most exhibits where
tape is involved require multiple processes (i.e. non-
porous and adhesive processing).

In the 2003/2004 data, we collected information
about the recovery rates of identifiable latent prints
from various non-porous exhibits. We did not look
at recovery rates for porous, blood, or adhesive
processing cases. We investigated latent print recov-
ery rates for three categories of exhibits: 1) plastic
bags, 2) firearms, and 3) ammunition for firearms
(see Table 2).

In the 45 cases where plastic bags were submitted,
201 plastic bags exhibits were processed for latent
prints. Twenty-six (26) identifiable latent prints were
recovered from these 201 plastic bags. This is an aver-
age recovery rate of 13% for the plastic bags. It should
be noted that the true recovery rate may actually be
lower since some of these 26 identifiable latent prints

FIGURE 4 The distribution of the cases submitted to BCA (N D 288) for processing in the 2003/2004 data set (N D 673).

23 A Report of Statistics from Latent Print Casework

D
ow

nl
oa

de
d 

by
 [

G
le

nn
 L

an
ge

nb
ur

g]
 a

t 0
7:

57
 2

5 
Ju

ly
 2

01
4 



were found on the same bag. In other words, 13%
recovery rate is likely an overestimate. In the 73 cases
where firearms evidence was submitted, 104 firearms
were processed for latent prints. Fourteen (14) identifi-
able latent prints were recovered from these 104 fire-
arms. This is an average recovery rate of 13%. Again,
this may be a slight overestimate if multiple latent
prints were found on the same firearm, but these data
are similar to other reported sources (0; 2; Pratt 2012).
Finally, 40 cases were submitted for the processing of
firearms ammunition. In 341 exhibits, no identifiable
latent prints were recovered. This exceedingly low
probability of success for latent print recovery on
ammunition is also noted by the same aforementioned
sources.

The low recovery rates from ammunition raises two
important points. The first point is that given the low
(non-existent) success of latent print processing techni-
ques on ammunition, perhaps these exhibits should be
going exclusively for DNA testing. Recovery of DNA
from cartridges and cartridge cases, while still low and
often involves mixtures or low-quantity DNA (1; Hors-
man-Hall et al. 2009), is still more successful on aver-
age than latent print processing. The second point is
that these low recovery rates, in contrast to the constant
success of our fictional TV counterparts, is likely con-
tributing to the increased demand for what is referred
colloquially by examiners as “negative testimony”—

testimony in jury trials to address the question of why
no identifiable latent prints were recovered from the
exhibit(s).

We explored the sub-classification of plastic bag,
firearms, and ammunition exhibits as shown in
Tables 3, 4, and 5. The 201 plastic bag exhibits con-
sisted of plastic bags of various types and size (see
Figure 5). The 104 firearms exhibits consisted of pis-
tols, revolvers, shotguns, and rifles (see Figure 6).
The 341 ammunition exhibits consisted of various
caliber fired and unfired ammunition. In the plastic
bag category, it can be seen that Ziploc bags and
garbage bags were the most successful for latent
print recovery. This is likely due to the larger sur-
face area and generally smoother surface of these
exhibits. In the firearms category, recovery rates
were higher for rifles over shotguns. Revolvers gave
the highest recovery rates for all the firearms. Lastly,
in the ammunition category, neither the cartridge,
nor the cartridge case was a substrate conducive to
the development of latent prints. Anecdotally, in
the tens of thousands of cartridges and cartridge
cases processed at the BCA in the last 30 years,
only a handful of identifiable latent prints have
been recovered. These tended to be on large caliber
rifle or shotgun ammunition. Therefore, these
results for ammunition processing are not surprising
to us.

TABLE 2 Distribution of Cases and Exhibits that were Processed at BCA in the 2003/2004 Data Set

Plastic bags Firearms Ammunitions

Number of cases with selected exhibit type 45 73 40

Number of exhibits processed 201 104 341

Number of identifiable latent prints 26 14 0

Identifiable latent print recovery rate 13% 13% 0%

Number of “identification” decisions reported 14 5 0

TABLE 3 Latent Print Recovery Rates for Plastic Bag Exhibits in the 2003/2004 Data Set

Plastic bags

Ziploc bag Sandwich bag Garbage bag

Number of cases with selected exhibit type 30 20 3

Number of exhibits processed 133 65 3

Number of identifiable latent prints 22 2 2

Identifiable latent print recovery rate 17% 3% 67%

Number of “identification” decision reported 12 0 2
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Conclusion Rate Data (2009–2010
cases)

The results in the following sections originate from
the 2009/2010 data set. In these data, we primarily
explored the distribution of conclusions reported by
the analysts. We also explored the potential impact of
case information and interaction with investigators.
Lastly we identified and explored a subset of cases
where a single latent print was recovered and associated
with a suspect in the case. These issues were not
explored in, and therefore not comparable to, the
2003/2004 data set.

Finger and Palm Print Distribution

As previously noted in Table 1, there were 480 cases
(out of 885) cases with identifiable latent prints (see
Table 1). In these 480 cases, there were a total of 1,446
identifiable latent prints that were recovered. Table 6
shows the distribution of whether they came from a
finger, a palm, or a finger joint (including cases where
the anatomical origin cannot be determined). We also
investigated if these distributions were dependent on
case type, i.e. was the analyst more likely to recover
palm prints in a homicide than in a burglary. There was
no significant change in the distribution per case type

category (crimes against people, property crimes, drugs,
weapons, other).

Approximately 1 in 7 recovered identifiable latent
prints was a latent palm print. With respect to the rate
of identification, latent fingerprints and latent palm
prints were being identified at fairly similar rates (41%
and 32%, respectively). This is in sharp contrast to the
11% rate for latent finger joints or “unknown” (when
the analyst could not state with any certainty if the
latent print was from a finger or palm due to the lack
of anatomical or orientation focal points to associate
with a finger or palm). There are two reasons (not
mutually exclusive) for this. The first is that an analyst
may have a better chance of finding the latent print
“match” if he or she knows where to look. Since many
comparisons are still being done manually by the ana-
lyst and without the aid of computers, the analyst must
have a good idea where to look for the latent print, or
search every conceivable area of friction ridge skin in
each suspect or victim. The second reason is that these
latent prints tend to be from areas of the skin not rou-
tinely captured during standard booking procedures
and therefore the proper comparable area was not
recorded. The exemplars are incomplete and a “match”
is impossible.

An important point from these data is that a signifi-
cant amount of latent print evidence originates from

TABLE 4 Latent Print Recovery Rates for Firearms Exhibits in the 2003/2004 Data Set

Firearms

Revolver Pistol Shotgun Rifle

Number of cases with selected exhibit type 11 42 16 24

Number of exhibits processed 14 50 14 32

Number of identifiable latent prints 5 3 1 5

Identifiable latent print recovery rate 36% 6% 7% 16%

Number of “identification” decision reported 2 2 0 1

TABLE 5 Latent Print Recovery Rates for Ammunition Exhibits in the 2003/2004 Data Set. A Cartridge is Unfired Ammunition;

A Cartridge Case is the Case from a Fired Cartridge

Ammunition

Cartridge Cartridge case

Number of cases with selected exhibit type 31 22

Number of exhibits processed 253 88

Number of identifiable latent prints 0 0

Identifiable latent print recovery rate 0% 0%

Number of “identification” decision reported 0 0
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palm prints. There are still a number of agencies with-
out the capabilities of searching palm print databases
or recording palm prints during booking. There is no
doubt that they are missing opportunities to identify
suspects in cases. The need for specific palm print com-
parison training and the need for technology which
capitalizes on palm print recording and databases is an
absolute necessity.

Rates of Identification

We examined the number of latent prints that were
deemed “identifiable” in four broad categories of case
types: crimes against people, property crimes, weapons
cases, and drugs. Table 7 shows the distribution for
these case type categories. From Table 7 it can be seen

that about half (54%) of the submitted cases to BCA in
the 2009/2010 data set resulted in at least 1 “identifi-
able” latent print found on the evidence. These “identi-
fiable” latent prints were predominantly found in
property crimes and crimes against people (59% and
51% of those cases respectively). In drugs and weapons
cases the chance of finding an “identifiable” latent
print was significantly lower. This is consistent and
explainable with the previously considered 2003/2004
latent print recovery data from drugs and weapons
exhibits (see Table 1). It is interesting to also note that
crimes against people and drug cases produced the
most number of “identifiable” latent prints per case,
although these cases represent a smaller fraction of all
the cases submitted to BCA. This trend can be
observed in Table 7.

FIGURE 5 Examples of various types of plastic bag exhibits. These examples illustrate the style of bags categorized in the 2003/2004

data set as “sandwich bags” (left), “Ziploc bags” (center), and “garbage bags” (right).

FIGURE 6 Examples of various types of firearms exhibits. These examples illustrate the style of firearms categorized in the 2003/2004

data set as “revolver (A),” “pistol (B),” “shotgun (C),” and “rifle (D).”
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In crimes against people cases, there may be several
reasons for observing more “identifiable” latent prints
per case. One reason is that a full battery of possible
examinations are typically done in these types of cases,
and only a single routine process may be employed in
property crimes. Thus using all available sequential
processes may result in more recovered latent prints. It
may also be influenced by the relevance of the evidence
collected by specialized and trained crime scene techni-
cians. Another consideration, as suggested by some
commentators, is motivation (Charlton, Fraser-Mack-
enzie, and Dror 2010). This is the notion that forensic
analysts motivated by the severity of the crime will be
more inclined to include marginal latent prints (thus
“pushing the envelope”) in a conscious or subcon-
scious drive to aid investigators in serious and violent
crimes. This issue will be explored in a later section of
the present paper.

One argument against the notion of motivated ana-
lysts pushing the envelope to find marginal latent
prints in more serious or violent crimes is the fact that
Table 7 shows that in 51% of crimes against people
identifiable latent prints were recovered. This can be
compared to the 59% of property crimes where identifi-
able latent prints were recovered. One would expect a
much higher percentage of identifiable latent prints

claimed in crimes against people if the seriousness of
the crime was influencing the analysts’ decisions for
value determinations. This is not to say that it is not
occurring in some isolated incidents, but clearly there
is not a trend here of rampant bias to include marginal
latent prints in the “identifiable” category in these
cases.

It is important to also consider, that although there
is a small percentage of total cases (6%) with 6 or more
identifiable latent prints, these cases tend to be very
time consuming. When these cases have multiple sus-
pects and victims against which to compare, a substan-
tial amount of comparison time will be spent by the
initial analyst and possibly, a second analyst who will
have to verify the conclusions in a case. A more
detailed analysis showed that these cases with more
than 6 identifiable latent prints were predominantly
homicide cases or stalking/harassment cases. Anec-
dotally, homicide cases tend to produce more exhibits
and have more processing, and stalking cases tend to
produce large amounts of identifiable latent prints
often on a series of letters sent to the victim over
time—many of which are handled by several people
before finally involving the police.

Investigating further, we explored the rate of identifi-
cation and exclusion decisions. Table 8 shows the

TABLE 6 The Distribution of Identifiable Latent Prints that Originated from Fingers, Palms, or Finger Joints/Unknown

Identifiable Latent Prints (N D 1446)

Fingers Palms Joints/Unknown

Number of identifiable

latent prints (% of total)

1124 (78%) 221 (15%) 101 (7%)

Number that were identified

(% of identifiable latent prints)

461 (41%) 72 (32%) 11 (11%)

TABLE 7 Distribution of Identifiable Latent Prints Per Case Type Category

Number of

cases considered

Number of cases

with at least

1 identifiable

latent print

(% of cases considered)

Total number of

identifiable

latent prints

Average number

of identifiable

latent prints per case

(where there was at

least 1 latent print)

Property crimes 655 384 (59%) 1014 2.6

Crimes against people 129 66 (51%) 307 4.6

Drugs 79 26 (33%) 114 4.4

Weapons 22 4 (18%) 11 2.8

Total 885 480 (54%) 1446 3.0
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distribution of these rates for the four case type catego-
ries. We see that the rate of identification for property
crimes, crimes against people and drugs cases are all
approximately the same rates (36%, 41%, and 41%,
respectively). This is evidence against the notion that
analysts are more “motivated” to make (unwarranted)
“identification” decisions in crimes against people
because of their need to aid police (Charlton, Fraser-
Mackenzie, and Dror 2010). Again, this does not
preclude the possibility of occurrence in isolated inci-
dents. Interestingly, the rate of “identification” deci-
sions is exceptionally low and the rate of “exclusion”
decisions is quite high in weapons cases, compared to
the other case types in Table 8. One possible explana-
tion for this is that police officers who are recovering
these weapons (especially from a vehicle or off of the
suspect) may not be wearing gloves since the primary
purpose of the search may be to render their environ-
ment safe. In Minnesota, unfortunately, peace officers,
fire and emergency personnel do not have their finger-
prints in a non-criminal database (by Minnesota stat-
ute). Therefore, a number of these exhibits may have
police officer prints on them, without any way of iden-
tifying the officer in the case. In Table 8, for all case
types, we see that the total number of “exclusion” deci-
sions are significantly greater than (by about 2.5 times)

the total number of “identification” decisions. It is
important to remember that a latent print can only be
“identified” once, but a single latent print in the case
can result in one “exclusion” decision per considered
individual. Therefore, this imbalance of “identifica-
tion” versus “exclusion” decisions is not surprising,
especially in crimes against people where there are sig-
nificantly more individuals against which to compare.

Number of Suspects, Victims, and
Effectiveness of AFIS

Table 9 shows the number of suspect names pro-
vided in each case by the submitting officer in the
2009/2010 data set. It is not surprising that weapons
and drugs cases almost always (86% and 96% of the
time, respectively) have at least one suspect named. It is
also not surprising that these cases commonly have
multiple suspects named. Often these cases are
requested for latent print analysis when a raid or search
of a dwelling or vehicle is performed by law enforce-
ment. When they recover the contraband in the dwell-
ing or vehicle, the parties deny knowledge or
ownership of the items. Latent prints are usually
requested for the government to prove “ownership” or

TABLE 8 Rate of “Identification” and “Exclusion” Decisions Sorted by Case Type Category

Number of

identifiable latent

prints considered

Number of

“identification”

decisions

Number of

“exclusion”

decisions

Property Crimes 1014 370 (36%) 657

Crimes Against People 307 126 (41%) 511

Drugs 114 47 (41%) 69

Weapons 11 1 (9%) 17

Total 1446 544 1254

TABLE 9 Distribution of the Number of Suspects Provided Per Case Type Category

Number of

cases with

no suspect

provided

(% case type total)

Number of

cases with

1 suspect

provided

(% case type total)

Number of

cases with 2

to 5 suspects

provided

(% case type total)

Number of

cases with 6 or

more suspects

provided

(% case type total)

Total number

of cases

Crimes against people 28 (22%) 63 (49%) 37 (29%) 1 (<1%) 129

Property crimes 380 (58%) 158 (24%) 113 (17%) 4 (1%) 655

Weapons 3 (14%) 6 (27%) 13 (59%) 0 22

Drugs 3 (4%) 39 (49%) 37 (47%) 0 79

Totals 414 (47%) 266 (30%) 200 (23%) 5 (<1%) 885
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at least “knowledge of” through contact established by
a latent print identification. In crimes against people, it
can be seen that most crimes against people (78%) have
at least one suspect named in the case. This may be
because the nature of these crimes requires contact
between two people. The victims may know the perpe-
trator or perhaps there is a more intense investigation
in these cases because of the severity of these crimes.
Just over half (58%) of the property crimes submitted
to BCA do not have a suspect named. These crimes are
often committed when there are no victims present or
witnesses to the crime. These cases will require AFIS
searches to generate potential suspects.

AFIS was used in 323 out of the 885 reviewed cases
(36%). In the BCA-LPU, AFIS is typically utilized for
any unidentified latent prints in a case, but only after
they have been compared and possibly identified to
the victim/elimination prints or a suspect proffered by
the case investigator. Furthermore, the unidentified
latent prints must be suitable for an AFIS search. Cer-
tain types of latent prints (e.g. finger joints, extreme fin-
gertips, etc.) may be identifiable, but not appropriate
for a search in AFIS because these areas of the friction
ridge skin are not recorded during a standard booking
in Minnesota. In the 323 cases where AFIS was utilized,
99 cases generated new suspects. Eighty-two of the 99
cases (83%) where a new suspect was developed were
property crimes; 11 cases (11%) were crimes against
people, and 6 cases (6%) were drug cases. No new sus-
pects were developed with AFIS in weapons cases.

In the 323 cases where AFIS was used, a total of 658
latent prints were searched in AFIS. This averages to 2
latent prints per case that were entered into AFIS
(median D 1). Eleven cases had AFIS entry of 6 or
more latent prints; one homicide case had 56 entries
and generated 7 new suspects. The AFIS searches led to
the development of 111 new suspects based on identifi-
cations made from AFIS resulting in an AFIS hit rate of
17%. This also means that AFIS provided a new suspect
in approximately 1 in 3 cases (99 of 323 cases) where it
was used, and that BCA generated new suspects using
AFIS in approximately 1 in 10 of all cases submitted to
BCA (99 of 885 cases).

In Table 10, it was reported that there were 544
“identification” decisions in the 2009/2010 data set.
These 544 “identification” decisions are sorted into the
number of “identification” decisions reported to a sus-
pect in the case versus a victim/elimination source. It
should be noted that in drugs and weapons cases there

is rarely a “victim” listed, and officer elimination prints
are rarely submitted. The proportion of “identifica-
tion” decisions to suspect versus victim is nearly equal
in crimes against people. In property crimes, a suspect
was three times more likely to be identified than a vic-
tim/elimination source. This is likely due to the reasons
as discussed previously: there tends to be contact
between the perpetrator and victim in crimes against
people, whereas in property crimes the victim(s) are not
present during the commission of the crime.

However, it seems plausible that in property crimes,
since these are typically burglary or auto theft cases at
BCA, we could be equally (or more) likely to find vic-
tim prints on surfaces that the victim routinely touches.
Since this was not the case in the 2009/2010 data set,
does it have something to do with smart choices made
at a crime scene? Is this because information exchanged
between the victim and the investigator leads to better
choices of the most relevant evidence?

Contextual Information and
Interaction with Investigators

Table 11 shows the distribution of cases where the
level of interaction between the case analyst and the
submitting officer(s) or prosecutor was categorized as
“high,” “moderate,” or “none/minimal” based on cri-
teria previously discussed in Materials and Methods.
Table 11 also shows the distribution of cases where
the level of context information available to the case
analyst was categorized as “high,” “moderate,” or
“none/minimal” based on the previously discussed
criteria.

TABLE 10 Distribution of “Identification” Decisions Attributed

to Suspects or Victims/Elimination Sources for the 2009/2010

Data Set

Number of “identification”

decisions (N D 544)

Suspects Victim/Elimination

All cases 396 (73%) 148 (27%)

By case type:

Crimes against

people

70 56

Property crimes 278 92

Drugs 47 0

Weapons 1 0

29 A Report of Statistics from Latent Print Casework

D
ow

nl
oa

de
d 

by
 [

G
le

nn
 L

an
ge

nb
ur

g]
 a

t 0
7:

57
 2

5 
Ju

ly
 2

01
4 



Table 11 shows that in 87% of the cases (770 out of
885), there was minimal interaction between the ana-
lyst and the investigation. In these cases, evidence was
received with a request to process, the analyst per-
formed the examinations, and issued a report, with no
communications between the requester and the analyst.
It should be recognized, that other agencies may have a
routinely different level of interaction with investiga-
tors. A smaller police department may have investiga-
tors directly handing evidence and interacting with
analysts, or possibly the crime scene investigator is also
the latent print analyst in the case. These data show
that most examinations are routine tests with minimal
or no interaction between the BCA analysts and
investigators.

Table 11 also shows that 58% of cases submitted
at BCA have no context/case information provided
(514 out of 885), while 26% have a high amount of
context/case information provided (228 out of 885)
and 16% have a moderate amount of context/case
information provided (143 out of 885). Further anal-
ysis showed that it was predominantly smaller/rural
agencies which were providing more context infor-
mation and longer, more detailed reports (38% of
the time from rural agencies versus 24% from large
metropolitan cities).

Two subsets of those data were compared: the cases
where there was high context information and high
interaction (high context/high interaction; N D 18)

versus the cases where there was no context informa-
tion and no interaction (no context/no interaction;
N D 466). The reason for doing so is that it has been
asserted that the high context/high interaction cases are
essentially where there is the most danger of bias—that
the analyst is receiving significant non-domain infor-
mation and cues from investigators. This is actually a
very limited number of cases in the sample (2%). This
is in contrast to the 53% of cases with no context infor-
mation and interaction with investigators.

It can be seen in Table 12 that when comparing no
context/no interaction cases against high context/high
interaction cases, the most obvious difference is that
the high context/high interaction cases produced a dis-
proportionately larger number of “identifiable” latent
prints (an average of 6.7 per case versus 1.4 in cases of
no context/no interaction). This is explainable given
that many of the high context/high interaction are dis-
proportionately crimes against people (and specifically
11 out of 13 are homicides). Homicides, as previously
discussed, tend to generate significantly more evidence,
and have the highest level of context information and
interaction between investigators, prosecutors, and
analysts.

Only 25 of the 121 identifiable latent prints resulted
in an “identification” decision (a 21% identification
rate) in the high context/high interaction cases. It is
striking to note that in the no context/no interaction
cases, 142 of the 650 identifiable latent prints resulted

TABLE 11 Distribution of Case Type, Level of Contextual Case Information Supplied to the Analyst, and Level of Interaction Between

the Analyst and Investigators

Level of

Interaction High Moderate None/minimal
Amount of

Context

Information High Mod

None-

Minimal Total High Mod

None-

Minimal Total High Mod

None-

Minimal Total

Crimes against

people

13 0 4 17 10 7 7 24 34 16 38 88

Property Crimes 4 2 8 14 14 11 10 35 141 95 370 606

Drugs 1 1 7 9 0 2 10 12 4 7 47 58

Weapons 0 1 2 3 1 0 0 1 6 1 11 18

Totals for

“Level of

Interaction”

43 72 770

Totals for

“Amount of

Context

Information”

Number of

Cases with

High Context

Information

228 Number of

Cases with

Moderate

Context Information

143 Number of

Cases with

No/minimal

Context Information

514
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in an “identification” decision (a 22% identification
rate). Essentially there was no difference in the rate of
identification between these two subgroups. This is not
compelling evidence that analysts are highly motivated
to find only evidence to support the police theory and
are being influenced by interactions with police and
prosecutors (Koppl and Sacks 2013). This is not to say
that it could not have happened in any one of these
cases, but rather, there is no compelling evidence of
such a trend or routine practice.

There was a difference in the rates of exclusions to
suspects: there were nearly 3 “exclusion” decisions per
latent print for high context/high interaction cases,
whereas there was only 1 “exclusion” decision for every
4 latent prints in no context/no interaction cases. Pro-
portionately, there were 12 times as many exclusions of
suspects in high context/high interaction cases as there
were in no context/no interaction cases. This is likely
due to the higher number of suspects against which to
compare in homicide cases in the high context/high
interaction cases compared to the large number of
property crimes, where there is usually no suspect pro-
vided about half the time, dominating the no context/
no interaction cases.

Another way to look at the above data is that if an
agency was to decide to shield an analyst from all con-
text information and interaction with the investigators
it would not necessarily have a deleterious effect on the
number of “identification” decisions. A fair question
however is whether the necessary sequential unmasking
steps are worth the effort. At an agency like BCA, it

would certainly require hiring additional technical staff
and changing workflow procedures, writing computer
code and creating permissions on who has access to
information and how it will be disseminated. If this
were done for all sections at the BCA, it would feasibly
require at least 5 technically trained staff to manage
case information and coordinate cases among bench
analysts. This is likely a minimum salary cost (not
including benefits) of $250,000 per year. Given current
backlogs and a need for faster turn-around time, is this
really the highest priority? Those that call for sequen-
tial unmasking procedures in all cases have not offered
a realistic analysis on the impact on work flow and cost
to implement full blinding procedures (Kassin, Dror,
and Kukucka 2013). More importantly, no pilot studies
have been published showing that testing errors will be
decreased with such procedures in place. Before wide-
spread implementation of such procedures, the authors
call for research demonstrating that in a complex, high
through-put crime laboratory these procedures will
have any serious reduction of error. A cost-benefit anal-
ysis, with actual data from those who understand the
workings of a crime lab, has yet to be offered (5; Kassin,
Dror, and Kukucka 2013). Perhaps this money might
be better spent on the back-end, limiting which evi-
dence is presented in court and how it may be pre-
sented to a jury (for example, using “hot-tubbing”
approaches) (Champod and Vuille 2010). Or perhaps
this money could be used for expert fees and indepen-
dent testing to review cases for defense, when there is a
dispute of the crime lab’s findings. In this vein, Saks,

TABLE 12 Distribution of “Identification” and “Exclusion” Decisions Sorted by Case Type, Level of Contextual Case Information Sup-

plied to the Analyst, and Level of Interaction Between the Analyst and Investigators

N

Number of

identifiable

latent prints

Number of

latent prints

identified to

suspect

Number of

exclusion

decisions to

suspect(s)

No context -No interaction

All case types 466 650 142 172

Crimes against people 38 44 8 4

Property crimes 370 579 128 151

Drugs 47 22 6 12

Weapons 11 5 0 5

High context – High interaction

All case types 18 121 25 334

Crimes against people 13 106 20 301

Property crimes 4 7 0 26

Drugs 1 8 5 7

Weapons 0 0 0 0
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et al. proposed a forensic voucher system (Saks et al.
2001). These select cases could then be subjected to a
sequential unmasking procedure during an indepen-
dent review, rather than subject all cases a priori to such
a labor intensive approach.

Single Latent Print Associations and
the Potential for Bias Effects

Given the attention the Brandon Mayfield case has
been given, the authors felt it important to investigate
the realistic possibilities of the frequency of cases in the
2009/2010 data set that could have “Mayfield-case-
like” factors. In the Mayfield case, latent prints recov-
ered from evidence at the scene of a commuter train
bombing in Madrid, Spain, on March 11, 2004, were
sent to federal agencies around the world. The FBI in
the U.S. received these images and searched them in
their AFIS database. A single, complex latent print, was
erroneously identified to an American named Brandon
Mayfield (Stacey 2004). It was the only physical
evidence associating Mayfield to the case. The case
analysts were exposed to significant contextual infor-
mation and there were significant interactions between
the fingerprint examiners and Spanish officers. How-
ever, these interactions between U.S. and Spanish offi-
cials and the exposure to extraneous contextual
information came after the “identification” decision
was declared, but the analysts continued to maintain
the decision, even in the face of contradictory informa-
tion. Nonetheless, this case is treated as a poster child
for high bias and context effects (National Research
Council 2009).

The authors explored how many of the cases with
“identification” decisions in the 2009/2010 data set
reported a single “identification” decision to a suspect
in the case. To be clear, there could have been multiple
identifiable latent prints and multiple suspects prof-
fered, but only one of the latent prints in the case was
identified to a suspect. Thus the latent print evidence
in the case is a single link. This choice has been made
because in all of the reported cases of erroneous identi-
fications, it has always been a single erroneous identifi-
cation decision to an individual. The prevailing theory
is that these errors are relatively rare events. The likeli-
hood of one erroneous identification decision being
made to a single suspect, and then verified by a second
examiner is estimated to be exceedingly low—much

less than 0.1% (Ulery et al. 2012). The chance of it hap-
pening twice to the same individual with two different
latent prints would be significantly smaller. It is the pri-
mary reason that SWGFAST and the FBI have both
chosen to focus their attention during “blind verifica-
tion” on single conclusion decisions (Cole 2013, Scien-
tific Working Group on Friction Ridge Analysis Study
and Technology [SWGFAST] 2012).

In the 2009/2010 data set, 89 of the 396 “identifica-
tion” decisions to suspects (see Table 10) were single
“identification” decisions to a suspect. When we fur-
ther examined the assignment of the level of context
information and interaction in these 89 cases, we found
that only 1 of these cases was “high context/high inter-
action.” In the 885 cases reviewed, a single case had a
single identification to a suspect with the analyst being
exposed to high level of context information and hav-
ing a high level of interaction with investigators. It was
a homicide case. Figure 7 shows the latent print in this
case. Forty-two (42) of the 89 “single ID cases” (47%)
had no context information/interaction. The remain-
ing 46 “single ID cases” (52%) had some combination
of context information and interaction other than
“high/high” or “none/none.”

The latent print in Figure 7 shows a relatively non-
complex latent palm print. The latent print has a large
amount of clear ridge detail, with intermittent areas of
distortion. The latent print is in blood and was proc-
essed with a dye stain; it exhibits areas of classic blood

FIGURE 7 The latent print from the only case in the 2009/2010

data set with a single “identification” decision to a suspect and

where there is high context/high interaction.
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matrix distortion effects (Langenburg 2008). The
authors provided this blood print to five latent print
experts, certified by the International Association for
Identification (IAI) and asked them to rate the diffi-
culty. All five experts indicated the blood print to be
“easy” for comparisons purposes.

It is intriguing that only one case for 12 months of
randomly sampled case data met the conditions of
“high context/high interaction/single identification to
a suspect.” Furthermore, the palm print examination in
the case is “easy” from the perspective of a fingerprint
expert. In fact, based on previous research at BCA
(Neumann et al. 2011), the percentage of cases with
difficult, marginal latent print examinations is relatively
small (<5%). It would appear to be uncommon for a
case to have high context, high interaction, a single
identification to a suspect, and also be of marginal value
or a difficult examination. Research to date has shown
relatively little error from bias effects for experts and
novices when the latent print comparisons are deemed
“easy.” Errors from bias effects were much more
pronounced when the examinations were deemed “dif-
ficult” and/or dealt with “exclusion” decisions (Langen-
burg, Champod, and Wertheim 2009). Again, we make
the point, is it necessary to blind all cases when such a
small fraction pose any real risk of error? As a more
resource friendly option, we could utilize sequential
unmasking techniques on this small subset of cases and
instances. These cases could be further vetted by identi-
fying them as ideal for review by defense experts, who
could then utilize a process of sequential unmasking
when reviewing the conclusions of the laboratory.

CONCLUSIONS

The present study and accumulated data sets sam-
pled from four different years at the BCA (2003, 2004,
2009, and 2010) revealed a number of interesting
trends. The data are useful for managers to compare
laboratory output. They are useful for researchers need-
ing accurate estimates of latent print results from actual
casework. They are useful for policy and decision mak-
ers to understand the impact that external factors can
have on latent print results (e.g., an increase in DNA
property crime cases, submission of known or potential
suspects, etc.).

We have summarized the major trends observed in
the present study as follows:

� From 2003/2004 to 2009/2010, there was an increase
in the number (and proportion) of property crime
case submissions for latent prints. We theorize this
increase may be a “trickle down” effect from
increased DNA submissions. Unfortunately for the
latent print unit, the personnel and resources have
not adjusted accordingly to the increase, thus con-
tributing to the problems of a growing backlog and
decreasing morale.

� Just over half of the cases submitted to the BCA-LPU
revealed at least one identifiable latent print.
Approximately 1 in 4 cases submitted to the BCA-
LPU resulted in at least one “identification” result.
Approximately 3 in 4 “identification” decisions were
to a suspect in the case versus a victim/elimination
source. However, approximately half the cases sub-
mitted to the BCA-LPU do not have a suspect
named by investigators. These cases with no named
suspects were predominantly (over 90% of the time)
property crimes.

� AFIS was used in about 1 in 3 cases submitted to the
BCA-LPU and was used predominantly in property
crimes (as noted, due to the lack of provided sus-
pects). A new suspect was generated in about 1 in 3
of the searched cases and had a latent print “hit” rate
of 17%. Most cases where a search was required had
1 to 2 latent prints to search in AFIS.

� Approximately 1 in 7 latent prints appeared to origi-
nate from a palm (as opposed to a finger or finger
joint). This demonstrates the need for palm print
databases/exemplars and training on palm prints.

� While only about half of the cases submitted to
BCA-LPU had any processing (powder and lift, cya-
noacrylate fuming, etc.) done prior to submission,
these cases nearly doubled the chance of finding an
identifiable latent print. This is an important mes-
sage to crime scene technicians weighing the risk/
benefit of processing the exhibit in the field versus
submitting the exhibit to a lab where it may take sev-
eral months before being processed.

� Non-porous processes (cyanoacrylate fuming fol-
lowed by dye stain or powder) were the most com-
monly employed process by the BCA-LPU.

� The recovery rate for identifiable latent prints from
plastic bags (submitted mostly in drugs cases) was
13%. The recovery rate for identifiable latent prints
from firearms was 13%. No identifiable latent prints
were recovered from fired or unfired ammunition in
the study.
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� The rate of identifiable latent prints that were subse-
quently identified was approximately the same for
property crimes, crimes against people, and drug
cases (all around 40%).

� Most cases (87%) submitted to the BCA-LPU have
no interaction between the analyst and the investiga-
tor in the case. Just over half (58%) of the cases sub-
mitted to the BCA-LPU have no case information/
context information submitted other than the
requested forms that include suspect/victim names,
dates of birth, exhibits to be examined, etc. This
resulted in half (53%) of the cases having no interac-
tion/no context information, and only 2% of the
cases having a high level of interaction/high level of
context information exchanged between the forensic
analyst and the police investigators.

� The rate of latent print “identification” decisions was
the same for identifiable latent prints recovered in
cases of no context/no interaction versus cases of
high context/high interaction (21% and 22%, respec-
tively). This is not compelling evidence of a trend
that forensic analysts are being motivated and influ-
enced by context information or interaction with
law enforcement to produce more “identification”
decisions to “aid the police.”

� Approximately 10% of the BCA-LPU cases resulted
in a single latent print “identification” decision to
one of the suspects in the case. Half of these cases
were classified as no context/no interaction, while
only one case in the entire set had a single identifica-
tion to a suspect in the case under the high context/
high interaction condition.

From these findings we draw three conclusions. The
first conclusion is that these data were valuable to the
BCA-LPU in understanding the basic effectiveness
and rate of success for current processes. It is less
effective to go to management and say “we need palm
print training because we see a lot of palm prints in
our cases,” versus “palm prints are an integral part of
my duties—1 in 7 of the latent prints I examine are
palm prints; without training or a database to search, I
am not utilizing a large portion of my evidence.”
Managers and policy makers tend to react to data and
dollars versus vague assertions. The data also give the
BCA-LPU a baseline performance statistic, so that if
we make changes to policy or processes, we will have
data against which to compare the effectiveness of the
change.

The second conclusion is that, unlike our fictional
CSI counterparts on television, most case submissions
are actually unsuccessful. In half the cases submitted
we find no identifiable latent prints, and in the half
that we do, only half of those cases result in an “identifi-
cation” decision reported by the analyst. Of those
“identification” decisions, three-fourths of the time
they are to a suspect in the case. So in effect, only
about 1 in 6 cases submitted to the BCA-LPU are
returned with what is likely to be a “helpful” result to
law enforcement (i.e., a suspect was identified with
latent print evidence).

We are hopeful that data in the present paper, and
some other similar papers, can be presented by other
individuals during testimony, and thus not require an
analyst to testify to why latent prints were not found in
this case and the absence of identifiable latent prints is
common. Especially for a state or federal agency, the
travel time and costs can be a resource drain. When
waiting time, delays, and continuances are factored in,
this can be a serious waste of analyst time and tax dol-
lars. Data such as that reported in this paper can be
relayed by the local crime scene technician or an inves-
tigator (provided they have some basic forensic experi-
ence), thus precluding the need for a lab analyst to
appear and give testimony.

The last conclusion is that there was little evidence
of a trend for forensic analysts at the BCA-LPU to be
biased toward aiding law enforcement from interac-
tions or information exchanged between the fingerprint
examiner and police investigators. The fact that the rate
of “identification” decisions was identical in the subsets
of no context/no interaction and high context/high
interaction does not show a tendency for the analyst in
those high context/high interaction cases (which
tended to be crimes against people, and specifically
homicide cases) to push the envelope and either claim
more identifiable latent prints or claim more “identifi-
cation” decisions.

This does not mean that we dispute the inherent
dangers of error from bias, nor do we ignore the
research that has demonstrated bias effects. We believe
that there is usefulness in sequential unmasking or
blind verification procedures, but to date, there are no
studies that demonstrate such procedures applied to all
cases will in effect reduce the number of errors in case-
work or be cost effective and worth the resources dedi-
cated to instituting a masked workflow. In Langenburg
2012, it was proposed that instituting blind verification
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in all cases would lead to more erroneous exclusions,
and these errors would become a constant drain on
resources by constantly performing quality reviews and
dealing with corrective action issues.

Based on the data in this study, and still recognizing
the obvious concern of error from bias effects, it makes
the most sense from a resource standpoint to recom-
mend that if a sequential unmasking approach is to be
instituted, then it should be used in the small subset of
cases where the effect of bias is most likely to have an
impact. For the BCA-LPU, this would represent from
as many as 10% of the submitted cases (for all cases
where there is a single “identification” decision”) to as
low as 1% (for cases where there is a single complex
“identification” to a suspect). In this way, a much more
resource friendly approach could be adopted. BCA-
LPU currently has a standard operating procedure
(SOP) for “Blind Verification,” and this standard cap-
tures the essence of the similarly titled SWGFAST stan-
dard. The BCA-LPU “Blind Verification” SOP is
applied currently exactly as described above, judi-
ciously, when the perceived risk or benefit is sufficient
to justify its use.

Limitations and Further Research

The sampled cases were a cross-section of cases for
the specified years 2003–2004 and 2009–2010. Person-
nel, policies, and procedures have changed significantly
in the last decade or so in the BCA-LPU. Those cases
sampled represented the attitudes and procedures of
the day. The cases selected were representative samples
of a specific time window in the BCA-LPU. Each case,
however, has its own unique set of circumstances, and
so while we looked at overall trends in the present
study, this does not mean to imply that in one singular
case an analyst could have done something different,
or been influenced by context information, or made an
error, etc. The focus was on general and distinctive
trends.

Another limitation is how the cases were categorized
and assessed. For example if a case was a burglary where
the perpetrator left behind a note bearing racial epithets
and threats, is this a property crime or a crime against
people? If it was clear, we used the higher potential
criminal charge in the case, but often, this information
may not be available upon submission so the case is
classified as best as possible. When assigning the level

of interaction between analyst and investigators or the
level of contextual information available in the case,
we again, had to make some judgment calls. Typically,
we opted for a higher level of interaction/context infor-
mation if there was any doubt. For example, if the case
only had a short note such as “we are looking for sub-
ject’s prints on the gun,” this was designated as a “mini-
mal to no context” case. If the officer wrote (and this
would be extraordinary and did not occur in these sam-
ples) “we are looking for subject’s prints on the gun—
we know he did it and he’s a bad person who needs to
come off the streets,” then this would be categorized as
a “high context” case even though it is a single, short
statement made to the laboratory. While length was a
consideration, content of the information was also con-
sidered as well. This is where reasonable judgment was
exercised, but was subjective nonetheless.

With respect to the effects of context information
and interactions with law enforcement, we only com-
pared the two conditions of high context/high interac-
tion versus no context/no interaction. There may be
bias effects present in cases that have some combina-
tion of context/interaction other than “high context”
and “high interaction.” Given the attention that has
been placed on high context and high interaction with
law enforcement, this seemed to be a reasonable start-
ing point. Other combinations, can, and should, be
explored. Furthermore, we don’t know if bias effects
from context information are weaker or stronger influ-
ences than those influences from interaction with
police investigators. Perhaps a “moderate context” case
may produce bias effects equivalent to a “high interac-
tion” case. We simply do not know enough about the
frequency and impact of bias effects leading to error in
forensic casework.

Finally, the data obviously represent the casework,
policies, procedures, and personnel of the BCA-LPU.
These data may not be representative for agencies of a
different size or with different workflows. For some
agencies, what constitutes ‘a case’ may differ dramati-
cally than BCA-LPU. How AFIS searches/cases, techni-
cal reviews, cases are documented, exhibits processed,
etc. will significantly affect the counts. It is important
to carefully consider the BCA-LPU policies, demo-
graphics, and workflow that is described in the intro-
duction of this paper before making comparisons to
another agency.

The authors envision a few follow-up studies from
this. Firstly, one of the authors works in Geneva,
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Switzerland. It would be interesting to make some
comparisons between the two laboratories. The percep-
tion is that the U.S. has so much more crime (specifi-
cally violent crime) compared to European countries.
It would be interesting to compare data sets between
the two laboratories. Secondly, during the study, we
identified a list of cases that bore single “identification”
and “exclusion” decisions. We could measure the
repeatability and reproducibility of those decisions
under different context. A set-up similar to Dror, et al
(2006) could be employed. Furthermore, we could
assign a level of difficulty in advance for each of the
decisions and use minutiae counts to predict outcomes
based on recent studies (Ulery et al. 2013, Neumann
et al. 2013). Lastly, we are interested in more recovery
rate data. The 2003/2004 dataset was ten years old and
we would prefer to re-examine recovery rates under
newer policies and procedures, including the use of
Indanedione for porous exhibit processing and the use
of digital capture and enhancement.
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I am an academic psychologist.  I study human judgment and decision making and I 
h b i l l i d i h d i d f f i ihave been particularly interested in the production and  use of forensic science.  

I am also a lawyer.  I have litigated a number of cases involving contested forensic 
evidence.  

My research group at UC Irvine is currently engaged in three lines of research on 
forensic science.  First, we are collaborating with researchers from Lawrence 
Livermore National Lab on a study of problems of inference and bias in national 
security investigations involving forensic science, particularly those involving 
weapons of mass destruction.  (The project is funded by the UC Lab Fees Research 
Fund).  We are conducting interviews and reviewing historic episodes in order to 
trace the roots of investigative errors.  Contextual bias is emerging as an important 
theme in this research.  I think there is much to be learned from a comparison of 
how National Laboratories and crime laboratories view and address this issuehow National Laboratories and crime laboratories view and address this issue.

Second, I am collaborating with researchers from several countries on an 
international study of how crime laboratories view and are addressing the issue of 
contextual bias.  We are seeking NIJ funding for this research.  We think a close 
examination of actual laboratory practices will help address questions about the 
practicality of various methods for addressing contextual bias.

Third, we have an active program of research that looks at how lay people (such as 
jurors) respond to forensic science evidence as a function of how it is presented and 
explained.  

2



In order to talk about contextual bias, we need to discuss which aspects of the 
surrounding context a forensic scientist should and should not consider when 
making a forensic assessment.  Bias, as I use that term here, arises when the forensic 
scientist is influenced by contextual information that should not be considered 
because it is irrelevant to the scientific task.  

Bias can occur without conscious awareness and may arise from both motivational 
and cognitive mechanisms.  It is a well-known human tendency to interpret data in a 
manner consistent with one’s expectations and desires.

Contextual bias is less likely to be a factor when the data being examined are clear-
cut or where standards exist that allow a single possible interpretation in each 
instance.   It is more likely to be important when the data to be interpreted are y p p
potentially ambiguous or subject to more than one possible interpretation, and 
where analysts must rely more heavily on subjective judgment based on general 
knowledge, training and experience.  

3



Case manager (a trained forensic scientist)
C i i h liCommunicates with police
Participates in decisions about  collection, testing
Manages work flow to Analyst

Analyst (another trained forensic scientist)
Performs analytic tests and comparisons
While blind to any information unnecessary to the analysis
Prepares a written reportPrepares a written report

The same individual can perform both roles, but not in the same case.

Sequential Unmasking
See Krane et al. J. Forensic Sci., 53(4):1006-7 (2008), and subsequent commentary
Analysis/interpretations of evidentiary samples is performed and documented, as far 
as possible, before analyst is made aware of characteristics of reference samples
Information about reference samples is unmasked only when needed to complete theInformation about reference samples is unmasked only when needed to complete the 
comparison

Blind Case Review  
Critical judgments are replicated by a second analyst 
Who is blind to unnecessary contextual information
Who has no expectations regarding outcome
“I ll d thi t h h t d thi k J ?” i b bl t d h“I called this a match, what do you think Joe?” is probably not good enough

4



If we cannot draw a sharp analytic distinction between task-relevant and task-
irrelevant information, then efforts to reduce the influence of task-irrelevant 
information are likely to founder.

5



Most forensic scientists confine themselves to opining on source level propositions.
The issue of whether a crime occurred, and what crime it was, is a matter for the 
legal system (judge or jury) rather than a forensic scientist.  An exception is the 
medical examiner who is sometimes asked to make an independent determination of 
both cause and manner of death.  

6



I believe this definition of task-relevance is vitally important, but it is a bit technical 
an abstract.  So I will explain it through some examples.

7



Here are DNA profiles from an evidentiary sample in a sexual assault case and from 
a criminal defendant.  Could the defendant be the source of the evidentiary sample?  
Notice that one of the defendant’s alleles was not detected in the evidentiary profile.  
Is this a true genetic difference (indicating the defendant was not the source)?  Or 
did the discrepancy arise from “allelic dropout” (which can occur when the 
underlying DNA is degraded or insufficient in quantity)?

The analyst must make a subjective judgment based on data that are somewhat 
ambiguous (in that reasonable experts have differed in their interpretations).  

A DNA analyst from a major laboratory recently told me that disagreements among 
analysts about issues of interpretation arise in about 10 percent of their cases 
(typically in cases involving mixed samples or samples with limited or degraded ( yp y g p p g
DNA).   Thus, even with the best validated form of forensic science evidence, there 
can be ambiguities that analysts must resolve through the use of subjective 
judgment.  This is the very situation in which we expect the effects of contextual 
bias to be most influential.

But what types of information are task-irrelevant and therefore potentially biasing?  yp p y g
And which types constitute task-relevant information that the analyst may properly 
consider?    

8



All of the information mention would be relevant to a juror under the Federal Rules.  
We must distinguish what is relevant for the jury from what is task-relevant for the 
analyst.   One might think of this as distinguishing legal relevance from scientific 
relevance.

9



Consider the line of reasoning that links the eyewitness evidence to the assessment 
of the DNA evidence.  Notice that it requires the DNA analyst to reason “backward” 
from an assessment of the defendant’s guilt to an assessment of the DNA evidence.  
This kind of reasoning might well be reasonable for a juror who is trying to make 
sense of the entire case.  But I will argue that it is entirely inappropriate for a 
forensic scientist who purports to perform an independent scientific assessment of 
the evidence.  

The forensic scientist is not in a good position to assess the other evidence in the 
case and has no business doing so.   Moreover, the legal system expects that the 
forensic scientist’s conclusions will stem from an assessment of the scientific 
evidence, not from consideration of other evidence in the case.  The jurors may not 
realize that the expert is basing his or her conclusions in part on evidence the jury 
has already considered which creates the potential for double counting Morehas already considered, which creates the potential for double-counting.  More 
importantly, it allows the forensic assessment to be influenced (tainted) by other 
evidence, undermining its independence.

10



11



The same kind of backward reasoning is invoked when the analyst’s judgments 
about the discrepancy between the profiles is influenced by whether the defendant 
matches at the other loci.  

12



13



But this line of inference is different.  It does not require the analyst to draw 
conclusions about the probability the defendant is the source.  The analyst’s 
judgment rests solely on information within the scientific domain (DNA 
degradation) and does not depend on the analyst’s assessment of the overall 
likelihood the defendant is the source.  

14



People who study human inference often use diagrams called Bayes nets to illustrate 
h l i l i b i i i d id i hthe logical connections between various propositions under consideration.  The 

basic proposition under consideration by the jury is whether the defendant is the 
perpetrator of the crime.  The arrow from this proposition to the eyewitness 
identification indicates that the eyewitness evidence is probative—we expect an 
eyewitness identification to be more likely if the defendant is the perpetrator.  
Similarly, we expect a DNA match to be more likely if the defendant is the 
perpetrator.  But notice there is no arrow from the eyewitness to the DNA match.  
The two pieced of evidence are said to be conditionally independentThe two pieced of evidence are said to be conditionally independent.  

But when the analyst takes the eyewitness identification into account when 
evaluating the DNA, that independence is destroyed.  The two pieces of evidence 
are now conditionally dependent.

In a conference paper in the background readings I use Bayes nets to model theIn a conference paper in the background readings, I use Bayes nets to model the 
effects of a DNA analyst taking account of eyewitness evidence in a case like this 
one.  The models paint a compelling picture of what happens to the probative value 
of the forensic evidence when the analyst is influenced by information that would 
otherwise be conditionally independent.  Under all reasonable assumptions about 
how the influence would work, the probative value of the forensic evidence is 
reduced, lessening its value for the jury, when the analyst is influenced by the 
eyewitness.eyewitness.

15



By contrast, the value of the forensic evidence for the jury is always enhanced, 
never diminished, when the analyst considers domain-relevant information like the 
degradation of the DNA.  
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The analyst must evaluate the evidentiary DNA sample, assess its level of 
degradation and the probability of allelic dropout, before knowing the defendant’s 
DNA profile.  That way the critical scientific determinations cannot be influenced 
by backward reasoning.
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Is the solution just to tell forensic scientists to ignore task-irrelevant information and 
trust that they are capable of doing so because they are professionals?
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What role should investigative facts play in the evaluation of scientific

evidence?

William C. Thompson*

University of California, Irvine, Dept. Criminology, Law & Society, USA

Concern about contextual bias has led some authorities to recommend that
forensic scientists know as little as possible about the facts of the underlying case
when interpreting physical evidence; but concern about contextual ignorance has
led other authorities to recommend, to the contrary, that forensic scientists know
as much as possible in order to frame questions properly. This article recommends
a case manager model that addresses both concerns. This article also responds to
standard objections to the use of blind procedures in forensic science, explaining
why contextual bias cannot be conquered through willpower; why use of domain-
irrelevant contextual facts undermines the value of forensic evidence; how a well-
known cognitive illusion (the ‘introspection illusion’) can mislead forensic
scientists into thinking they can control their biases, when they cannot; and
how a paradoxical feature of forensic inference (the ‘criminalist’s paradox’) can
mislead analysts into thinking they should rely on contextual facts, when they
should not.

Keywords: context; bias; blind procedures; observer effect; domain-relevant; case
manager

Introduction

When called upon to analyze and interpret physical evidence, what should a forensic
scientist know about the facts of the underlying case? Although this is a fundamental
question for the forensic sciences, it has received minimal attention in the forensic
science literature. What little commentary exists is sharply divided between
commentators who have focused on two very different concerns.

Concern about contextual bias has led some commentators to recommend that
forensic scientists know as little as possible about the facts of the case. Consider, for
example, this passage from an early treatise on document examination by William E.
Hagan1:

. . .the examiner must depend wholly upon what is seen [in the forensic examination],
leaving out of consideration all suggestions or hints from interested parties; and if
possible it best subserves the conditions of fair examination that the expert should not
know the interest which the party employing him to make the examination has in the
result. Where the expert has no knowledge of the moral evidence or aspects of the case
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in which signatures are a matter of context, there is nothing to mislead him, or to
influence the forming of an opinion; and while knowing of the case as presented by
one side of the context might or might not shade the opinion formulated, yet it is
better that the latter be based entirely on what the writing itself shows, and nothing
else. (Ref. 1, p. 82)

Although published in 1894, this statement is entirely consistent with more recent
commentary2,3 calling for greater use of blind procedures in forensic analysis.
(I thank Charles Berger and Reinoud Stoel for bringing the Hagen passage to my
attention).

Other commentators have focused on a different concern: that ignorance or
misunderstanding of the facts of a case may cause forensic scientists to ask and
answer the wrong questions. For example, Inman and Rudin4 described cases in
which forensic laboratories performed analyses that were useless and even harmful
to a criminal investigation because the analysts misunderstood the factual context of
the case. To remedy such problems, they urged that forensic scientists should know
as much as possible about the fact of the case. Although they acknowledged a risk
that investigative facts might ‘subconsciously bias’ the examination and interpreta-
tion of evidence, they argued that adequate ‘checks and balances’ exist to minimize
that problem. By their account, contextual ignorance is a greater evil than contextual
bias. (Inman and Rudin have taken a more nuanced position, however, in recent
writings5,6 and now endorse the need for blind procedures in some circumstances).

Controversy over what forensic scientists should know has grown more heated
recently as a result of two developments. On one hand, forensic scientists are
becoming involved earlier, and more deeply, in criminal investigations. In order to
bring scientific expertise to the crime scene, and avoid the kinds of problems
discussed by Inman and Rudin, police in many jurisdictions have been integrating
forensic scientists into investigative teams, particularly those assigned to investigate
homicides and other major crimes. As a result of this trend, forensic scientists in
many jurisdictions tend to have more knowledge of investigative facts than they did
in the past.

On the other hand, concerns about contextual bias are growing. Academic
commentary suggesting that forensic scientists are subject to contextual bias2,3 has
been supported by empirical studies showing startling evidence of such bias7–9 and
illustrating its consequences10, and by the discovery of high profile errors that have
been attributed, in part, to contextual bias11–13. In its 2009 report on forensic
science14, the United States National Research Council acknowledged these concerns
and agreed that they are a problem for the field, declaring unequivocally that
‘forensic science experts are vulnerable to cognitive and contextual bias’ and that this
bias ‘renders experts vulnerable to making erroneous identifications.’ The NRC
report called for research on methods to address this problem, and major funding
agencies have begun to invest resources in this project (for example, the US National
Science Foundation funded an important conference15).

The situation might appear, at first glance, to pose an insoluble dilemma. Do
forensic scientists have too much contextual knowledge, or too little? Should they
institute blind procedures for interpretation, and risk asking the wrong questions;
or should they learn as much as they can about the case, and risk contextual bias?
Practitioners might be forgiven for feeling that they will be criticized no matter
which course they take. But there are ways out of this dilemma. It is possible to
address the problem of contextual bias in a scientifically rigorous manner while still
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maintaining a useful and appropriate involvement of forensic scientists in the
investigative process. In order to achieve this goal, however, it is necessary to make
an honest and thoughtful assessment of the appropriate role of forensic scientists
in criminal investigations, and the appropriate role of investigative facts in the
analysis and interpretation of scientific evidence. This article comments on these
important issues.

The role of forensic scientists in criminal investigations

Let us begin by considering the role (or roles) that forensic scientists might play in a
criminal investigation. An array of possibilities exist that range from deep
involvement in the investigation to little or no involvement.

At one extreme is what I will call the ‘CSI model’ (based on the television series)
in which forensic scientists are integral parts of the investigative team. They work
directly with detectives, help determine the direction of the investigation, help
evaluate the culpability of suspects, and sometimes even participate in the
interrogations. The same individuals perform and interpret tests back at the
laboratory.

At the other extreme is what I will call the ‘blind service lab model’. In this
model, the forensic scientists work in the crime lab and have no direct involvement in
the investigation. Their job is limited to analyzing and comparing evidence samples
submitted by investigators. The investigators specify what tests and comparisons
they want (e.g., determine the nature and chemical composition of this white
powder; compare the DNA profile of the blood on this garment to the DNA profile
of these reference samples), but provide little or no information about the case. The
analysts in the lab are ‘blind’ in that they do not know the identity of the samples
and do not know what is at stake when they make their determinations. They can
conclude that the blood stain on ‘Garment A’ has the same DNA profile as
‘Reference Sample #6’ without knowing how that determination will affect the case,
or even what the case is about.

As far as I know, there are no actual forensic laboratories that fit exactly either
the CSI model or the blind service lab model. These two models are prototypical and
are used here merely to illustrate the range of variation that is possible in the degree
to which forensic scientists are involved in investigations. Most jurisdictions fall
somewhere between the two models.

In light of the discussion above, the primary advantages and disadvantages of the
two prototypical models should be clear. The CSI model addresses the concerns
about contextual ignorance, but leaves analysts vulnerable to contextual bias; the
blind service lab model avoids contextual bias during the analysis of evidence, but
may result in contextual ignorance. An obvious question that arises when the models
are contrasted in this manner is whether there might be some hybrid of the two
approaches that would achieve the benefits of each, while suffering the disadvantages
of neither. Two such hybrid approaches have been proposed.

One hybrid approach has been called the ‘case manager model’. This approach
seeks to minimize both contextual ignorance and contextual bias through a
separation of functions. Forensic scientists serve either as case managers or analysts.
The role of case manager is to communicate with police officers and detectives,
participate in decisions about what specimens to collect at crime scenes and how to
test those specimens, and manage the flow of work to the laboratory. The role of the
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analyst is to perform analytic tests and comparisons on specimens submitted to the
laboratory in accordance with the instructions of the case managers.

This separation of function allows case managers to be fully informed of the
investigative context (like forensic scientists in the CSI Model), while analyst remain
blind to context and are thereby protected from contextual bias (like analysts in a
blind service lab). The case managers convey to the analysts only those investigative
facts that are directly pertinent to the scientific assessment. For example, if analysts
are examining latent prints, they might be told the nature of the surface from which a
latent print was collected; if they are analyzing a biological stain, they might be told
about the substrate and the environmental conditions to which the stain was
exposed. The analysts record the results of their ‘blind’ analyses in written reports,
which are conveyed to the case managers. The case managers then present these
reports to the investigative team and provide any advice the investigators need to
understand and draw appropriate conclusions from the reports.

A second hybrid approach, which was proposed specifically for forensic DNA
analysis, is called sequential unmasking5. This approach controls the sequence in
which various analyses are performed in order to minimize the potential for
contextual bias. A key concern, addressed by this approach, is that knowledge of a
suspect’s DNA profile might influence an analysts’ interpretation of evidentiary
samples. To avoid this, analysts make an initial examination of evidentiary samples
before learning the profiles of any known or suspected contributors. Based solely on
examination of the evidentiary profile, the analyst determines and records the
possible genotypes of all possible contributors. At that point, information about
known or expected contributors is ‘unmasked’. In a sexual assault case, for example,
the analyst learns the profile of the victim and any other expected contributors, such
as the victim’s husband. Then, while still ignorant of the profiles of any suspects, the
analyst again examines the evidentiary profile and, in light of the information about
known contributors, determines and records the possible genotypes of all unknown
contributors. Only at that point, after the analyst’s interpretation of the evidentiary
sample has been ‘fixed’ and recorded, is information about the profile of the suspect
‘unmasked’ so that the analyst can compare it to the evidentiary profile.

Sequential unmasking does not purport to be a complete solution to the problem
of contextual bias. It may be feasible only for tests such as DNA analysis for which
analysts, after examining evidentiary samples, can determine and list the
characteristics of possible contributors. And it will not eliminate all possible forms
of contextual bias. For example, it will not prevent contextual bias if and when an
analyst who is aware of investigative facts must compare a suspect’s profile to an
evidentiary profile in order to estimate the probability of allelic dropout under the
hypothesis that the suspect was a contributor. But it minimizes one important type
of contextual bias, and does so with relatively little extra effort by the analyst and
without the need for a second person to act as case manager.

Although these hybrid approaches are available, few laboratories have adopted
them. In the forensic laboratories with which I am familiar, blind or anonymous
testing is rare. Forensic scientists are almost always informed of the nature of cases;
they usually are fully cognizant of the consequences, for the investigation, of their
determinations.

Even DNA analysts, who typically spend most of their time at the bench
processing samples, stay informed about what the samples are and how the results of
their work will affect the case. There often are entries in DNA analysts’ lab notes that
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show a deep knowledge, if not a personal involvement, in the investigation. Because I
am interested in the psychological dynamics of experts’ interpretation of evidence,
these notes have long been intriguing to me and I have compiled an extensive
collection.

For example, a DNA analyst in Virginia wrote:

Matt told me D. Abato left message stating this S. is suspected in other rapes but they
can’t find the V. Need this case to put S. away. . . [D stands for Detective; S for Suspect
and V for Victims].

In a California case, the DNA analyst wrote:

Suspect-known crip gang member–keeps ‘skating’ on charges-never serves time. This
robbery he gets hit in head with bar stool–left blood trail. Miller wants to connect this
guy to scene w/DNA . . . [Miller was the Deputy District Attorney who was prosecuting
the case].

The authors of these notes are not blind testers of anonymous samples. They clearly
know and care about the course of criminal investigations. They are in touch with
the detectives. As they perform and interpret their tests, they know what is at stake.
They are involved. These are the very conditions under which contextual bias is
likely to be a problem2,3.

Why not adopt blind procedures?

It is well established that human beings are vulnerable to contextual bias. The
existence of contextual bias (also known as observer effects) has been called ‘one of
the most venerable ideas of traditional epistemology’16 as well as ‘one of the better
demonstrated findings of twentieth century psychology’16. Because the problem is
widely recognized, scientists in most fields assiduously guard against it17. Particularly
when scientists must rely on subjective judgment to interpret the results of an
experiment, they routinely take careful steps to mask or shield the person
interpreting data from extraneous information that might improperly influence the
interpretation17. Blind procedures are also widely used for peer-review of scientific
articles, for grading of written examinations, and for other functions for which it is
important to minimize contextual bias17.

One of my academic colleagues is an evolutionary biologist who has made a
lifelong study of the Australian finch. In recent years she has made extensive use of
DNA testing to determine the lineage of the birds in her aviaries. It is important for
theoretical purposes to know, for example, whether male birds with bright plumage
have more ‘mating opportunities’ and whether the male bird in a bonded pair is
actually the father of his partner’s offspring. When I asked this academic scientist
whether she employed blind procedures when interpreting DNA tests in her
laboratory, she was adamant that such procedures are essential. She pointed to the
well-known danger that a scientist’s pet theories can influence interpretation of data,
and stated that she would neither be able to obtain support from major funding
agencies nor publish her findings in peer-reviewed scientific journals if she failed to
use blind methods. Even if others did not insist on such procedures, she would still
use them, she said, to satisfy her own standards of scientific rigor. ‘You must
understand that this work is extremely important,’ she declared, ‘it affects our
understanding of the entire evolutionary history of the finch!’

Australian Journal of Forensic Sciences 127

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
T
h
o
m
p
s
o
n
,
 
W
i
l
l
i
a
m
]
 
A
t
:
 
1
5
:
5
5
 
1
9
 
M
a
y
 
2
0
1
1



I present this anecdote here because it raises an important question. If blind
methods are considered essential for studies of bird mating, why do we fail to use
such procedures when interpreting forensic tests that may have consequences of the
most serious nature for human beings?

Can bias be eliminated through willpower?

I have wondered about the absence of blind procedures in forensic science for many
years and, as a result, have made a point of asking forensic scientists why they fail to
use such procedures18. One common response is that blind procedures are
unnecessary for individuals who have proper values and standards of personal
integrity. Those who give this response often claim to be insulted at the very
suggestion that they might be biased.

This response construes contextual bias as a personal moral failure. According to
this view, contextual bias arises when analysts allow their scientific judgments to be
influenced by extraneous facts; bias is only a problem for analysts who are poorly
trained (because they do not realize they should ignore contextual facts) or analysts
who are unethical (and therefore are unwilling to ignore contextual facts). Hence,
contextual bias, if it exists at all, should be addressed by better training and by
weeding out ‘bad apples.’

The problem with this response is that it rests on a faulty understanding of
human judgment and decision making. Psychologists who study the operation of the
human mind in judgmental tasks have shown repeatedly that people lack conscious
awareness of factors that influence them19. This research has a clear implication for
the present discussion: contextual bias cannot be conquered by force of will because
people are not consciously aware of the extent to which they are influenced by
contextual factors.

One of the most famous and frequently cited articles in twentieth-century
psychology19 reviews a plethora of studies showing that people are often unaware of
factors that influence them. When asked, people confidently claim to know whether a
particular factor influenced them or not, but these verbal reports are often wrong.
People often believe they were influenced by factors that did not affect their
judgments; and believe they were not influenced by factors that did affect their
judgments. In one consumer study, for example, researchers discovered they could
manipulate people’s judgments about the relative quality of four pairs of socks by
changing the position of the socks in an array. Whichever pair of socks occupied the
right-most position tended to be judged highest in quality. When asked whether they
had been influenced by this contextual factor (the position of the socks), people
denied it and instead attributed their judgments to inherent properties of the socks.
But the results of the study showed their verbal reports were wrong. The quality of
the sock was not what was affecting the judgments – whichever pair occupied the
right-most position was strongly preferred19.

Because similar results have been found in hundreds of studies, there is a
consensus among cognitive psychologists that people have ‘an intellectual blind spot’
when it comes to recognizing their own biases20–26. The blind spot arises from a
fundamental property of the human mind: we ‘have no direct access to higher order
mental process such as those involved in evaluation, judgment, problem-solving and
the initiation of behavior.’19 In other words, we are not able, through introspection,
to directly observe and monitor the mental processes we use to make judgments.
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When people are asked to explain their judgments, they cite factors that according to
their a priori expectations should have influenced them, but these reports are
sometimes wrong because, as studies have repeatedly shown, people can be
influenced by factors that they did not know or expect would influence them19.
People who claim to know whether they were influence by a particular factor are
falling victim to what psychologists call the introspection illusion25. An article by
three of the world’s leading researchers on cognitive bias explained the illusion as
follows:

We tend to treat our own introspections as something of a gold standard in assessing
why we have responded in a particular way and whether our judgments have been
tainted by bias . . . [but] the faith people have in the validity of their own introspections
is misplaced25.

The inevitability of contextual bias is recognized and accepted in most scientific
fields17. One can imagine the reaction if a medical researcher claimed that he need
not use blind procedures in his clinical trials because he is a person of integrity who
will not allow himself to be biased. The claim would not only be rejected, it would
invoke derision and ridicule. In my view, forensic scientists who claim to be able to
avoid contextual bias through force of will deserve a similar reaction. These claims
are unsupportable both because they are wrong and because they display a
dangerous ignorance of scientific fact concerning human judgment.

Do forensic scientists make better judgments when they consider context?

A second argument sometimes offered against the use of blind procedures is that
contextual knowledge is helpful because it leads to better and more accurate
judgments. According to this argument, analysts are more likely to reach correct
conclusions – that is, conclusions that coincide with the ground truth – when they
consider the big picture and take all evidence into account. Some claim that the term
‘contextual bias’ is a misnomer. As one put it, ‘if this so-called bias leads toward the
truth, is it really a bias?’

When making this point, forensic scientists sometimes draw analogies between
themselves and other professionals. We would not want physicians to be ‘blind’ to
context when diagnosing illness, they argue, because they will make the best
judgments by considering the entire context of the case, not by focusing narrowly on
the results of a physical examination or diagnostic tests. I have also heard forensic
scientists compare themselves to medical examiners and coroners, who often take
into account contextual factors when determining cause of death. When deciding
whether a questioned death was due to homicide, suicide or natural causes, for
example, medical examiners do not confine themselves to the scientific evidence
derived from examinations of the decedent, they also consider what William Hagen
called the moral evidence, such as the life circumstances of the decedent, the
decedent’s writings, and witnesses’ statements regarding the apparent physical and
mental state of the decedent prior to death. If medical examiners can and do consider
contextual factors when determining cause of death, why should a forensic scientist
avoid consideration of such factors when deciding whether a suspect was the source
of a trace left at a crime scene?

To answer this question one must consider the respective roles of the medical
examiner/coroner and the forensic scientist in the legal system. We generally expect
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the person or body charged with making an ultimate determination on some legal
issue to take into account all relevant evidence. The medical examiner is charged by
law with making an ultimate determination about cause of death and is therefore
expected to consider all relevant evidence, including contextual factors. Analogously,
physicians have the final say on medical diagnoses and are therefore expected to
consider all relevant facts, including context. But the forensic scientist occupies a
different position.

While forensic science evidence may address a variety of propositions related to
crime, including propositions about the source of traces, the activity that led to the
deposit of traces, and whether those activities constitute a crime27,28, it is not the
forensic scientist’s job to make final determinations about the truthfulness of any of
these propositions. The role of the forensic scientist is to provide input to the judicial
process, the final judgment about the truthfulness of various propositions in the case
is made by the trier-of-fact (typically a judge or jury). While we expect the trier-of-
fact to consider all relevant evidence, including contextual factors, it does not
logically follow that forensic scientists should consider such factors.

With regard to the medical analogy, the role of the forensic scientist is closer to
the role of supporting medical personnel, such as medical lab technicians,
radiologists, and experts who interpret imaging tests, than to the role of the
physician making the ultimate diagnosis. Accordingly, a question worth asking is
whether the judgments of ancillary medical personnel are improved if they consider
the full context of a case when interpreting laboratory tests. This question has been
examined for a number of medical procedures 29–34, and the answer is a resounding
no. For example, one study looked at whether experts interpreting echocardiographs
made better judgments with or without being informed about other clinical
information in the case, such as the patient’s medical history and symptoms, results
of blood cultures, and results of a physical examination (including whether a heart
murmur was detected)29. The study found that exposure to the clinical information
greatly increased the false positive rate of these medical experts, and this ‘clinical
information bias’ thereby undermined the diagnostic value of the electrocardiogram.
Similar findings have been reported in studies on other medical procedures 30–34. In
these medical situations it is clearly better if those running and interpreting
diagnostic tests remain unaware of contextual factors and focus their attention solely
on their own findings.

The criminalist’s paradox

The conclusion that less information is better may be difficult for some forensic
scientists to accept, however, due to what I will call ‘the criminalist’s paradox’. By
considering contextual information, analysts may well become more likely to
interpret their evidence correctly – that is, to reach conclusions that correspond to
what actually happened. Yet by doing so, they also (paradoxically) undermine the
ability of the trier-of-fact to determine the truth, and thereby reduce the likelihood
the legal system will reach a just outcome. This is the paradox: by helping themselves
be ‘right’ such analysts make it more likely that the justice system will go wrong. By
trying to give the ‘right’ answer, they prevent themselves from providing the best
evidence.

To illustrate, let us consider the situation of an expert asked to examine a latent
print in order to determine if it was made by a particular suspect. Let us imagine that
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it is a difficult case, a close call. When comparing the smudged, partial latent print to
the suspect’s fingerprint, the analyst sees a number of common features, but some
discrepancies. He must think hard and long about whether the similarities are
sufficient to conclude that the prints were made by the same finger, or whether the
discrepancies are sufficient to conclude that they were not. Suppose that at that point
the analyst learns an important contextual fact – the suspect has confessed to police
that he touched the item from which the latent print was lifted – and after learning
this fact the analyst decides to report that the prints match. Has the analyst done
something wrong?

Although we know that false confessions are possible, confessions are generally
considered strong and reliable evidence. Consequently, the analyst, if he is thinking
logically, should be far more confident that the prints match after hearing about the
confession than before. Because the confession is strong evidence that the prints have
a common source, the analyst’s determination (match or not) is more likely to be
consistent with what actually happened if the analyst considers the confession than if
he does not. If the goal of the analyst is to be right – that is, to make the
determination that corresponds to the truth – he is better off relying on the
confession.

If the analyst is influenced by the confession, however, it creates a serious
potential problem for the legal system. Part of the problem is that (as with the
echocardiographs) the false positive probability (FPP) is likely to be higher (perhaps
much higher) if the analyst considers this contextual fact. The FPP is the conditional
probability that the analyst will report a match if the two prints in fact come from
different people. It can be demonstrated mathematically that the probative value of
forensic evidence, as measured by the likelihood ratio, decreases as the FPP
increases, other factors being equal35. When the FPP is low, even small increases can
drastically decrease the value of forensic evidence36. Suppose, for example, that the
FPP in our latent print case is 1 in 10,000 if the analyst is blind to contextual facts. If
learning about the confession increases the false positive probability to 2 in 10,000
then, other factors being equal, the probative value of this forensic evidence will
decrease by half; if the false positive rate increases to 1 in 1000, the probative value of
the forensic evidence will be reduced by 90%. These effects might be moderated
somewhat in practice by simultaneous changes in the probability of a true positive
and a false negative, but under any plausible assumptions about the values of these
variables, the probative value of the latent print match will decrease to the extent the
analyst is influenced by the confession.

One way to look at the matter is that the analyst undermines the independence of
the forensic evidence (vis-à-vis other evidence in the case) when he considers
contextual facts. If the analyst is unaware of the confession, then the evidence of the
confession and the evidence of the latent print exist in a relationship that Bayesian
theorists call conditional independence37. The only connection between the two
pieces of evidence is that both are linked to a source-level proposition about the case
– i.e., that the suspect is the source of the latent print. If knowledge of the confession
makes the analyst more likely to declare a match, however, the two items of evidence
are no longer conditionally independent. The value of the latent print comparison
now depends, in part, on the accuracy of the confession. This dependency reduces
the incremental probative value of the confession – that is, the ability of the
confession to add new, independent insight to the case. One might say the forensic
evidence becomes less valuable in its own right because it has been colored (some
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might say tainted) by the other evidence in the case. As legal scholar Michael
Risinger explained, ‘results [of forensic tests] are never made epistemically better,
and are often made worse’ when analysts are exposed to ‘domain-irrelevant
information’38.

Another way to look at the matter is that the analyst’s use of contextual facts
creates ‘double-counting’ of evidence. The evidence of the confession is effectively
counted twice – once by the analyst, who uses it to resolve his uncertainty about
whether the prints match, and again by the jury. The jurors are unlikely to
understand or appreciate that the latent print identification was colored by evidence
of the confession. They think they are receiving two independent pieces of evidence,
and therefore give the evidence as a whole more weight than they should.

If one could trust that the other evidence in the case always pointed in the right
direction, then allowing a forensic scientist to be influenced by this information
would be less problematic. The rub, of course, is that other evidence sometimes
points in the wrong direction. Even confessions are sometimes false, misunder-
stood, or misreported39. When the other evidence points in the wrong direction,
the ability of forensic science to correct matters, to put the investigation back on
track, is reduced to the extent the forensic evidence is colored by other
investigative facts.

Indeed, a lack of independence among different pieces of evidence is a prominent
feature of many erroneous convictions. An interesting example is the case of Josiah
Sutton, a young Texan who was falsely convicted of rape after being identified by
two seemingly independent pieces of evidence40. The victim identified him and a
DNA analyst reported that he could not be excluded from a mixed DNA sample
taken from the victim40. But Sutton was exonerated when subsequent post-
conviction DNA testing definitively excluded him. Examination of the case showed
that the seemingly independent pieces of evidence were actually linked. The victim
knew about the DNA evidence when she testified, and this knowledge appears to
have bolstered an otherwise shaky identification40. And the DNA analyst knew
about the victim’s identification of Sutton before she conducted the DNA test, which
may explain why she misinterpreted the DNA test results, failing to notice that
various items of evidence (and particularly information about the profiles of other
mixture contributors), taken together, indicated that Sutton should be excluded,
rather than included, in the DNA mixture40. In other words, each faulty piece of
evidence managed to prop up the other. Although the case looked powerfully
persuasive to the jury, it rested on an inferential house of cards.

Conclusion

Contextual bias is a serious problem that demands careful consideration by the
forensic science community. Forensic scientists will only embarrass themselves if
they insist, against the weight of scientific evidence, that they are able to avoid
contextual bias by force of will. And they will embarrass themselves further if they
take the epistemologically bankrupt position that contextual bias isn’t really a bias.
The field should instead focus its attention on how best to deal with the problem.

This article offered a number of suggestions for managing contextual bias. It
showed that forensic scientists need not choose between knowing too much and
knowing too little about the factual context of a case. By using the case manager
model, forensic scientists can provide effective advice to police and investigators
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while also interpreting evidence in a rigorously blind manner, although these
separate functions cannot be performed by the same person. Procedures such as
sequential unmasking will also help, particularly in situations where a case manager
is not feasible.

The problem of contextual bias will not be solved with excuses and half-
measures. Forensic scientists need to join the rest of the scientific community in using
more rigorous procedures for interpreting evidence.
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Introduction 
 
 People who make important decisions often rely on the assessments of experts.  For 

example, jurors often rely on evidence collected and interpreted by forensic scientists when 

finding facts and reaching a verdict; physicians often rely on the results of clinical tests 

conducted and interpreted by medical technicians when diagnosing illness and determining a 

course of treatment; national security officials often rely on experts’ assessments of intelligence 

data when evaluating the seriousness of potential threats to national security and deciding how to 

respond.  In each of these examples the expert is embedded in an organization that has, as a goal, 

making good decisions about important matters.  But the role of the expert is limited.  The expert 

provides valuable input but the ultimate decision is made by someone else. I will call experts in 

this position “embedded experts.” 

 In this paper I will discuss an issue that inevitably arises when evaluating the 

performance of embedded experts: what information should they consider when making their 

assessments?  In particular, what should they know and take into account regarding the broader 

investigative facts of the case?  Consider the following questions: 
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• Should the forensic scientists who evaluate latent print or DNA evidence that may link a 
suspect to a crime scene know and consider other evidence (e.g., the suspect’s 
statements; eyewitness accounts) that suggest the suspect was present at the scene? 

 
• Should medical technicians who conduct and evaluate clinical tests know and take into 

account the patient’s symptoms or medical history? 
 

• Should a seismologist who is asked by an intelligence agency to determine the location 
and nature of a seismic disturbance based on seismographic data know and take into 
account other information that may relate to the event, such as satellite imagery 
suggesting there may have been an underground explosion in a certain area?   

 
 When deciding which investigative facts embedded experts should know and consider, it 

is necessary to balance competing concerns. If experts know too much about investigative facts, 

it may lead to contextual bias1

                                                           
1 Contextual bias occurs when an expert’s judgment on a matter within his expertise is influenced contextual factors 
that should not have influenced the judgment.  The primary goal of this paper is to specify in an analytically rigorous 
manner what contextual information an embedded expert should and should not consider when assessing evidence.     

 and to double-counting of evidence.  For example, Michael 

Risinger (2013) has written about hyptothetical forensic bite mark experts who refuse to issue an 

opinion about whether a bite mark matches the teeth of a suspect in cases where the bite mark 

has been swabbed for DNA analysis until they know whether or not the DNA analysis implicates 

the suspect. Risinger makes the thoroughly plausible suggestion that the bite mark experts will 

be influenced by the DNA evidence when evaluating whether the bite marks match (contextual 

bias) and, indeed, that they are unlikely to issue an opinion that contradicts the DNA evidence.  

This means that the bite mark evidence is redundant with the DNA evidence—it has little or no 

probative value for evaluating whether the suspect is the biter beyond the value already provided 

by the DNA evidence.  But this redundancy may not be apparent to the jury.  Not realizing that 

the bite mark evidence is completely determined by the DNA evidence, the jurors may think that 

it provides additional probative value beyond what is provided by the DNA test, even though it 

does not.  As a result, they are likely to give the forensic evidence more weight collectively than 
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it deserves—a situation that decision theorists call “double-counting” (Schum, 1994; Schum & 

Martin, 1983).      

 But problems can also arise if embedded experts know too little about the broader 

investigative facts of a case.  To evaluate the data they collect, scientific experts often need to 

estimate the conditional probability of the observed results under various hypotheses about 

underlying events.  Their analyses can go awry if they misunderstand which underlying events 

the ultimate decision maker needs to assess2

 There is also a danger of under-counting of evidence.  Important factors may be ignored 

or given too little weight because the decision maker thinks they were taken into account by the 

embedded experts, and incorporated into their expert opinions, when they were not.  Suppose, for 

example, that national security officials receive scientific estimates of the probability that a 

seismic disturbance was caused by an underground nuclear detonation rather than an earthquake.  

If they mistakenly think that these estimates take into account the full range of intelligence 

available to the agency, when they are in fact based solely on seismic analysis, then other 

 or if they fail to consider important variables that 

moderate or mediate the connection between the relevant underlying events and their data.  Thus, 

if they know too little about the investigative context, embedded experts may produce 

evaluations that are irrelevant or misleading.   

                                                           
2 For example, in a previous publication I discussed a criminal case in which a DNA expert opined that the observed 
data were a billion times more likely if the defendant was a contributor to a mixed DNA sample found at a murder 
scene than if the defendant was not a contributor (Thompson, 2009).  Unfortunately, the expert’s computations 
rested on the assumption that the other contributors to the mixed sample were unknown individuals.  They were in 
fact known and when the genetic characteristics of these individuals was taken into account, and other 
computational errors were corrected, then the observed data were only two times as likely if the defendant was a 
contributor than if he was not.   
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intelligence data inconsistent with the seismic analysis may never figure (or be given too little 

weight) in the ultimate decision the officials make about this event.3

 The question of what embedded experts should know about contextual information has 

been examined most extensively in the field of clinical medicine.  Experts on medical decision 

making have identified a “clinical information bias” that can arise when medical technicians and 

ancillary medical personnel interpret laboratory tests while knowing too much about the 

underlying facts of a case.  For example, one study looked at whether experts who interpret 

echocardiographs made better judgments with or without being informed about other clinical 

information, such as the patient’s medical history and symptoms, the physician’s observations, 

and the results of other clinical tests (Tape & Panzer, 1986).  The study found that exposure to 

this contextual information increased the false positive rate of the echocardiograph procedure by 

causing experts to report higher rates of abnormality and thereby undermined the diagnostic 

value of the procedure.  The information that the echocardiograph was able to provide to the 

physician was more probative, and therefore more valuable, when the experts interpreting the 

test were not informed of other clinical information and focused solely on their own findings.  

Similar results have been reported in other medical studies (Schreiber, 1963; Doubilet & 

Herman, 1981; Potchen et al. 1979; Swensson, Hessel & Herman, 1977).   

        

                                                           
3 In recent interviews with forensic scientists and security officials at a national security laboratory who are involved 
in WMD investigations, my colleague Stephan Velsko and I observed some fascinating differences of opinion 
among experts about which factors are taken into account at various stages of investigations.  For example, one 
official told us that the statistics provided by a biological laboratory regarding the probability that a questioned 
substance contains various pathogens were posterior probabilities computed by taking into account both the prior 
probability of observing the pathogen in question and the conditional probabilities of obtaining the observed results 
of bio-assays if the pathogen in question was and was not present.  Further examination of the laboratory’s methods 
suggested, to the contrary, that the statistics provided were likelihood ratios that did not take account of the prior 
probability of observing particular organisms.  This observation raises an interesting question—if the official thinks 
the experts’ statistics take account of prior probabilities, but they do not, then who is considering the priors?  In such 
a case, the answer may be no one.   
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 In forensic science an active debate has arisen about the desirability of blinding 

criminalists to contextual information. A number of academic commentators, including the 

author of this paper, have argued that contextual bias is a serious problem in forensic science and 

have urged greater use of blinding and masking procedures to shield forensic experts from 

potentially biasing contextual information (Risinger et al., 2002; Dror & Charton, 2006; Krane et 

al. 2008; Thompson, 2011). A number of forensic practitioners have opposed these proposals on 

grounds that criminalists need contextual information to perform their work intelligently, and 

that they have the wisdom and ability to avoid being influenced by information they should not 

consider (Budowle, et al. 2009; Ostrum, 2009; Thornton, 2010; Wells, 2009).  But the debate has 

been muddied by the failure of those on either side to specify clearly what contextual 

information a forensic scientist should and should not consider when making judgments.  

Although the term “domain-relevant” is often used to describe those factors that an expert should 

consider, it is not particularly helpful to say that an expert should confine himself to considering 

domain-relevant information without careful specification of what falls in and out of any 

particular expert’s domain.  The definitional problems are further complicated by assertions in 

the literature that certain information may be relevant at one stage of analysis and not others 

(Krane et al., 2008), and that some facts, although domain-relevant, may be so prejudicial that 

they should be excluded from consideration nonetheless (Dror, 2012). 

 This paper will propose a formal method for assessing whether a particular contextual 

fact is domain-relevant or domain-irrelevant—i.e., whether the fact is one that an embedded 

expert should or should not consider.  The method involves modeling the inferential logic that 

the expert will use to draw conclusions from the contextual fact.  It uses formal models of 

cascaded inference that were developed by David Schum and his colleagues (Schum, 1994; 
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Kadane & Schum, 1996; Schum & Martin, 1982) and implements those models using Bayes’ 

nets (Taroni, Aitken, Garbolino & Biedermann, 2006). The method focuses on the probative 

value of the evidence that the expert provides to the ultimate decision maker.4

 In years past, the method that I am proposing here would have been impractical due to 

the difficulty of assessing how contextual factors might affect the probative value of expert 

evidence.  As Schum and his colleagues have shown (Schum, 1994; Kadane & Schum, 1996), 

the probative value of evidence may depend on a variety of contextual factors that can connect in 

innumerable ways.  Equations of daunting complexity are often required to model these 

connections in order to explore the implications of one items of evidence for the value of another 

item of evidence (see, e.g., the analysis of the Sacco and Vanzetti case presented by Kadane and 

Schum, 1996).  But this task has become considerably easier with the development of Bayes’ net 

software that incorporates the probability models described by Schum and his colleagues into an 

easy-to-use graphical user interface (Taroni et al., 2006). In this paper I will show how this 

software can be used to assess the effect of contextual facts on the probative value of expert 

evidence.

  It allows an 

assessment of whether the probative value of the expert’s evidence will be enhanced or degraded 

if the expert considers a particular contextual fact.  The criterion for domain-relevance is then 

simple: the expert should consider the contextual fact if doing so will enhance the probative 

value of the expert’s evidence; the expert should not consider a contextual fact if doing so will 

detract from the probative value of the expert’s evidence.   

5

                                                           
4 As I will explain more fully below, the probative value of the expert’s evidence (as I use that term here) depends 
on the relative probability of the evidence being produced under propositions that are relevant to the factfinder; it 
does not necessarily depend on whether the expert’s conclusion is correct.   

   

5 I have used the free demonstration version of a software program called Hugin Lite 7.8 to prepare the figures and 
perform all the calculations reported in this article.  I have verified the accuracy of most of the calculations using the 
equations developed by Schum and a hand calculator.   
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Modeling Evidence in a Burglary Case 
 
 To illustrate the method, let’s begin with a simple model of a common situation in 

criminal justice.  A house is burglarized.  An eyewitness identifies a suspect as the man he saw 

leaving the house after the burglary.  A latent print examiner is asked to compare the suspect’s 

fingerprints to latent prints found inside the house on surfaces that may have been touched by the 

burglar.  The examiner finds a partial latent print that looks quite similar to the suspect’s 

fingerprint, but has to think long and hard about whether the latent print contains sufficient detail 

to justify declaring it a match to the suspect.  When deciding whether to report that the prints 

match, should the examiner consider and give any weight to the eyewitness identification? 

 Forensic scientists are sometimes told to consider only evidence that is relevant to a 

scientific assessment.  Is the eyewitness evidence relevant?  According to the Federal Rules of 

Evidence (Rule 401), evidence is relevant if it has any tendency to make a fact that is of 

consequence to the matter being determined more or less probable than it would be without the 

evidence.  By this definition, the eyewitness evidence is clearly relevant to the question of 

whether the latent print came from the suspect.  Any logical person would think it more likely 

that the prints match after hearing that an eyewitness had seen the suspect leaving the scene than 

before.  Hence, the examiner will be sorely tempted to rely on this evidence.  It is fair to assume 

that most forensic scientists are highly motivated by a desire to be right—to reach the correct 

conclusion.  And our uncertain latent examiner may well be more likely to reach the right 

conclusion—that is, the conclusion that coincides with the ground truth—if she considers the 

eyewitness identification than if she does not.  This fact has contributed greatly to confusion 

among forensic scientists about the dangers of contextual bias—I heard one forensic scientist 
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comment on the matter as follow: “if this so-called bias leads toward the truth, it is really a 

bias?” 

 To see why it is undesirable for the latent print examiner to rely on the eyewitness 

evidence when deciding whether to declare the prints to match, we must consider not just 

whether the eyewitness evidence is relevant to the expert’s assessment but how it is relevant.  

Bayes’ nets are an elegant way to describe the inferential connections between items of evidence. 

 Bayes’ nets describe the inferential connections between events and underlying 

propositions about the world. In our hypothetical burglary case, those in the legal system must 

evaluate two alternative propositions: G—the suspect committed the burglary; and NG—

someone else committed the burglary.  The first event we will consider is E—that the eyewitness 

identified the suspect as the man he saw leaving the scene of the crime.  The probative value of E 

for distinguishing G,NG depends on the relative probability of E occurring under G and NG, 

which can be described with a likelihood ratio: LE=p(E|G)/p(E|NG) (Lempert, 1977).  Figure 1 

shows a very simple Bayes’ net illustrating the connection between E and G,NG.  An arrow is 

drawn from G,NG to E to indicate that the probability of E depends on whether G or NG is true, 

and hence that E has probative value for distinguishing G,NG. 

 

 
Figure 1: Bayes’ Net for Eyewitness Evidence 
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 The second event we will consider is the fingerprint examiner’s report on whether the 

prints match.  In order for our model to take account of the possibility of an examiner error, we 

will distinguish the event that the examiner reports a match, F*, or does not report a match, NF*, 

from two underlying propositions about the latent print: F—that it was made by the suspect; and 

NF—that it was made by someone else.  We will assume that the probability of F,NF varies 

depending on G,NG and that the probability of F*,NF* varies depending on F,NF.  Figure 2 

shows how these propositions and events are displayed in a Bayes’ net.  

 
 

 
Figure 2: Bayes’ Net for Fingerprint Evidence 

 
 

 Once a model like that shown in Figure 2 is created using Bayes’ net software, the 

software can assist the user in assessing how variations in relevant conditional probabilities 

affect the value of evidence.  The user can input various estimates of the key conditionals to see 

how variations in these probabilities affect the probative value of an item of evidence, as 

described by its likelihood ratio.  For example, the model shown in Figure 2 makes it easy to 

determine how small changes in the probability that the expert will falsely report a match—
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p(F*|NF)—affect  the probative value of the fingerprint evidence in the case we have been 

discussing.6

 This brings us to the key question—how the probative value of the examiner’s report of a 

fingerprint match, F*, is affected if the examiner is influenced by the eyewitness evidence, E.  To 

answer this question we must consider the collective or combined probative value of E and F*.   

 

 Schum and his colleagues have shown that the combined value of two items of evidence 

for proving some underlying proposition depends, in part, on how the two items are connected.  

The simplest relationship occurs when the two items are connected solely by their links to the 

underlying proposition, as illustrated by Figure 3.  In this model, the fingerprint examiner is not 

influenced by the eyewitness evidence.  The conditional probability that the examiner will report 

a match depends entirely on whether the prints are actually from the suspect, which in turn 

depends on whether the suspect is guilty.  Similarly, the conditional probability of the eyewitness 

identifying the suspect is not affected by the fingerprint evidence.  It depends entirely on whether 

the suspect is guilty.  In this circumstance, the two items of evidence are said to be conditionally 

independent.  They are not fully independent because they both are affected by whether the 

suspect is guilty.7

                                                           
6 To illustrate, let’s assume that the latent print at the crime scene is very likely to be the suspect’s if the suspect is 
guilty—let’s say p(F|G)=0.9—but is extremely unlikely to be the suspect’s if he is not guilty—let’s say 
p(F|NG)=0.000001.  If the finger print examiner was infallible, then p(F*|F)=1.00 and p(F*|NF)=0.  When those 
values are entered into the Bayes’ net software, and the software is asked to indicate how the examiner’s report of a 
fingerprint match, F*, affects the probability of G,NG, the software provides a response that indicates the value of 
the likelihood ratio for F*.  In this instance LRF* ≅ 900,000.  To see how the value of the examiner’s report is 
affected by the possibility of  a false report of a match, we can vary our estimates of p(F*|F) and p(F*|NF) to see 
how that affects LRF*.  This exercise yields the important insight that even seemingly small increases in the 
probability a match will falsely be reported can dramatically undermine the value of forensic evidence.  If the value 
of p(F*|F) were increased from zero to 0.01 (1 chance in 100) for example, then LRF* ≅ 90.   The small chance of a 
false match report decreased the value of the reported match 10,000-fold.  For detailed explanations and  
mathematical demonstration of why this is so, see Schum & DuCharme (1971) or Thompson, Taroni & Aitken 
(2003).   

  The examiner is more likely to report that the prints match if the eyewitness 

7 If there is no connection at all between two items of evidence, decision theorists say they are unconditionally 
independent.   
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identifies the suspect, but that correlation arises solely because the suspect is more likely to be 

guilty if the eyewitness identifies him.     

 

 
Figure 3: Bayes’ Net Showing Conditional Independence  

    of Eyewitness and Fingerprint Evidence 
 
 When two items of evidence are conditionally independent, then their joint value for 

proving the underlying proposition to which they both relate can be determined by multiplying 

the likelihood ratios of the two items (Schum & Martin, 1983).  If, for example, the likelihood 

ratio for the eyewitness is 10 and the likelihood ratio for the fingerprint evidence is 1000, then 

the likelihood ratio for the two items 10,000.   

 When two items of evidence are not conditionally independent, their joint value for 

proving an underlying proposition can be much lower than the product of their individual 

likelihood ratios.  To illustrate how this can happen, let’s consider the relationship shown in 

Figure 4, in which the examiner’s decision to report a fingerprint match is affected by the 

eyewitness evidence as well as whether the prints are from the same person.  Let us assume that 

learning about the eyewitness identification makes the fingerprint examiner more likely to report 

a match.  The effect need not be large to have a significant impact on the collective value of the 

evidence.  To illustrate, I will instantiate the Bayes’ nets shown in Figures 3 and 4 with 
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conditional probabilities. I will then use Bayes’ net software to explore how the examiner’s 

consideration of the eyewitness evidence may affect probative value of the fingerprint evidence.   

 

 
Figure 4: Bayes’ Net Showing Conditional Dependence  

        of Eyewitness and Fingerprint Evidence 
 
 Let’s begin by examining the value of the reported fingerprint match in the model shown 

in Figure 3, where the fingerprint examiner’s judgment is not affected by the eyewitness 

evidence.  Let’s focus first on the value of the eyewitness identification, E.  Let’s assume that 

p(E|G)=0.9 and p(E|NG)=0.1, which means that the eyewitness evidence, considered by itself, 

has a likelihood ratio of 9.8

 For the fingerprint evidence I will assume p(F|G)=0.9 and p(F|NG)=0.000001, which 

means that I judge the presence of the suspect’s fingerprint at the crime scene is highly probative 

of guilt.

   

9

                                                           
8 LRE= 0.9/0.1 = 9.  The conditional probabilities used here are arbitrary estimates that I will use solely for purposes 
of illustration. Readers who are curious about the effect of making different assumptions about the conditionals can 
download the free software and explore the matter themselves. 

  But I do not believe the examiner is perfectly reliable. I will assume that 

p(F*|F)=0.9—in other words, there is a 90% chance the examiner will report the latent print 

matches the suspect if the latent print was actually made by the suspect; I will also assume that 

p(F*|NF)=0.001, which means that there is 1 chance in 1,000 that the expert will report the latent 

9 LRF = 0.9/0.000001 = 900,000. 
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print matches if it was not made by the suspect.  Entering these estimates into Bayes’ net 

software makes it easy to compute the likelihood ratio for the reported fingerprint match.  Given 

these conditional probabilities, then LRF* ≅ 809. 

 Using the Bayes’ net shown in Figure 3 we can also estimate the joint or combined value 

of the eyewitness and fingerprint evidence, LRE,F*.  According to the software, LRE,F*  ≅ 7281.  

In other words, the joint value of the two items of evidence is the product of the two likelihood 

ratios—7281 = 809 x 9.  This means that the items each have as much probative value when the 

two are considered together as when each is considered separately, and this will always be true 

when the items are conditionally independent.   

 We now come to the crux of the matter.  What happens to the probative value of the two 

items of evidence when they are no longer conditionally independent because the fingerprint 

examiner has been influenced by the eyewitness evidence when deciding whether to report that 

the prints match?  Let’s assume that knowledge of the eyewitness identification increases the 

probability that the examiner will report a match.  Suppose, for example, that p(F*|F) increases 

from 0.9 to 0.95 and that p(F*|NF) increases from 0.001 to 0.002—in other words, knowing 

about the eyewitness cuts the false negative rate by half and causes the false positive rate to 

double.  Entering these probability estimates into the Bayes’ net software allows us rapidly to 

determine that the likelihood ratio describing the value of the combined value of the evidence 

under these conditional probabilities is approximately 3846, which is slightly more than half the 

size of the likelihood ratio for these two items when they were conditionally independent.  In 

other words, the collective value of the eyewitness and fingerprint evidence is substantially 

diminished when the fingerprint examiner is influenced by the eyewitness evidence.   
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 The decrease in probative value arises almost entirely from the increase in the probability 

of a false report of a match.  As noted earlier, even small increases in the false positive 

probability of a forensic test—in this example, an increase from 1-in-1000 to 2-in-1000—can 

dramatically undermine the probative value of the test results. The value of the eyewitness 

identification is the same in the model shown in Figure 4 as in the model shown in Figure 3.  

What changes is the incremental value provided by the fingerprint examiner’s report.  When the 

fingerprint examiner’s report is colored by the eyewitness identification, its incremental 

probative value is diminished.  In our example, the evidence of the fingerprint match increases 

the likelihood ratio by a factor of 809 when it is conditionally independent of the eyewitness 

evidence, but by a factor of only 427 when it is influenced by the eyewitness evidence.  By 

taking into account the eyewitness evidence, the fingerprint examiner diminishes substantially 

the incremental value of the evidence that she can provide to the trier-of-fact.   

 Thus we have an answer to the question of whether the fingerprint examiner should take 

into account the eyewitness evidence.  If the eyewitness evidence is likely to influence her in the 

way I have suggested, by being more likely to report a match, then clearly she should not take it 

into account.   Of course we must consider whether the conditional probabilities that I have used 

in these illustrations are realistic and whether the results of the analysis might change with other 

plausible estimates.  I have tried a variety of different estimates and have found that the 

incremental probative value of the fingerprint evidence is diminished under any estimates that I 

consider even remotely plausible. While it is possible to imagine hypothetical circumstances in 

which the probative value of fingerprint evidence would be unaffected or even enhanced if the 
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examiner considered the eyewitness, these circumstances seem fanciful and would only occur if 

there were serious deficiencies in the expert’s analytic method or reporting.10

 In order to use this method to draw conclusions about which contextual facts an expert 

should and should not consider, one must make judgments about how exposure to those likely to 

influence expert judgment.  The usefulness of this method will depend on the accuracy of those 

judgments.   

   

The Criminalist’s Paradox 
 
 The analysis just described provides a formal illustration of what I have elsewhere called 

“the criminalist’s paradox”:  

 
By considering contextual information, analysts may well become more likely to interpret 
their evidence correctly – that is, to reach conclusions that correspond to what actually 
happened. Yet by doing so, they also (paradoxically) undermine the ability of the trier-of-
fact to determine the truth, and thereby reduce the likelihood the legal system will reach a 
just outcome. This is the paradox: by helping themselves be ‘right’ such analysts make it 
more likely that the justice system will go wrong. By trying to give the ‘right’ answer, 
they prevent themselves from providing the best evidence (Thompson, 2011). 
 

I believe this paradox underlies much of the resistance in the field of forensic science to more 

widespread use of blinding and masking procedures.  The paradox makes it difficult for 

embedded experts to recognize the advantages of being blind to other evidence.  That is because 

the advantages accrue to others—the ultimate decision makers.   

 
 
 
  
                                                           
10 Suppose, for example, that an examiner was unwilling to report a latent print match unless she knew that there 
was some other evidence to indicate that the person who matched had touched the item from which the latent print 
was lifted.  In that case, the expert’s evidence would be worthless unless the expert was exposed to other evidence, 
in which case it might have some value.  If the expert’s reporting standards were flawed in this particular way, then 
the justice system might arguably be better off if such an expert was exposed to other evidence than if the expert was 
blind.  But such a situation seems extremely unlikely. If such a situation arose, it would clearly be better to address it 
by training the examiner to adopt more appropriate reporting standards than by using exposure to contextual facts to 
overcome the effects of an inappropriate reporting threshold.   
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I. Statement of the Problem 
 
In 2009, the National Research Council (NRC) identified a number of weaknesses in the 
scientific foundations of forensic science (NRC, 2009).  One concern was that “forensic science 
experts are vulnerable to cognitive and contextual bias” that “renders experts vulnerable to 
making erroneous identifications.” (p. 4, note 8).  
 
Several empirical studies have found evidence that supports these concerns (see Kassin et al., 
2013 for a review). For example, Dror and his colleagues have presented evidence that 
fingerprint and DNA examiners can be influenced by task-irrelevant information when making 
forensic comparisons (Dror & Hampikian, 2011; Dror, Charlton & Peron, 2006; Dror & 
Rosenthal, 2008).  One of the authors of this proposal (Taylor) recently completed an 
experimental study that showed that bloodstain pattern analysts were influenced by case-specific 
contextual information (Taylor, Laber, Kish & Owens, 2014). 
 
These findings are consistent with a large psychological literature showing that human beings are 
susceptible to contextual bias, that people can be biased without being aware of it, and that even 
well-trained experts are susceptible to bias (for reviews of this literature, see Risinger et al., 
2002; Saks et al., 2003; Thompson, 2009a; Kassin et al., 2013). In fact, given the nature of 
expertise, there are good reasons to suggest that experts might be particularly vulnerable to bias 
(Dror, 2011). 
 
To address these concerns, academic commentators have encouraged forensic scientists to make 
greater use of “blinding” or “masking” procedures designed to shield analysts from exposure to 
task-irrelevant information that might inadvertently influence them (Risinger et al. 2002; Krane 
et al. 2008).  But these proposals face a number of conceptual and practical difficulties (see e.g., 
Butt, 2013; Charlton, 2013; Budowle et.al., 2009; Ostrum, 2009; Wells, 2009). Forensic 
laboratories are complex organizations, in which the task of evaluating evidence is distributed 
across a number of individuals.  Some of these individuals need to be informed about the context 
of a case in order to do their jobs properly (see e.g. Butt, 2013).  For example, to decide what 
samples to collect at a crime scene and what examinations or analyses are needed, laboratory 
personnel must communicate with the police about the nature of the case and the information 
that the police need to solve it.  To combine findings from multiple examinations (e.g., 
bloodstain patterns and DNA analysis of the blood) into an integrated interpretation of what 
happened at the crime scene, laboratory personnel may also need information about the context.  
Even those forensic scientists who confine themselves to addressing “source-level” hypotheses—
i.e., whether two items have a common source—may need contextual information about the 
history of the samples (e.g., the environment in which they were collected, their likely age) in 
order to make an intelligent assessment.   
 
Commentators have suggested three ways that these difficulties might be addressed.  One 
approach is to separate functions in the laboratory, allowing some individuals to be aware of 
context while others are “blind.”  In the “case manager model” (Thompson, 2011; Stoel et al., 
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2014; Found and Ganas, 2013), forensic scientists can serve either as case managers or analysts.  
The role of the case manager is to communicate with investigators, participate in decisions about 
what specimens to collect at crime scenes and what examinations are needed, and to manage the 
flow of work in the laboratory. In contrast, the role of the analyst is to perform analytic tests and 
comparisons on specimens submitted to the laboratory in accordance with the instructions of the 
case managers.   In theory, this separation of functions allows case managers to be fully informed 
of the investigative context while analysts remain blind to context and are thereby protected from 
contextual bias.  Whether such a separation is feasible and effective in practice is one of the 
issues that we propose to examine.    
 
A second approach is to sequence the work flow in the laboratory in a manner designed to 
minimize the potential for contextual bias. The most widely discussed proposal of this type calls 
for DNA analysts to use a procedure known as “sequential unmasking” when comparing profiles 
(Krane et al. 2008; Stoel et al., 2014).  Sequential unmasking requires analysts to make an initial 
examination and interpretation of the evidentiary profiles before learning the profiles of any 
known or suspected contributors. The DNA profiles of known contributors and possible suspects 
are then “unmasked” in a specific sequence to minimize the likelihood that information about the 
reference profiles will influence interpretation of the evidentiary samples. The FBI laboratory 
has adopted a similar procedure for latent print analysis.  Called “linear ACE-V,” the FBI’s 
procedure involves temporary masking of reference prints while analysts make and record their 
initial assessments of the evidentiary prints (Office of the Inspector General, Department of 
Justice, 2011; but see Cole, 2013, who notes that details of the FBI’s protocol are not yet public).  
The practicality and effectiveness of such procedures is another issue we propose to examine.   
 
A third way to address the problem of contextual bias is through blind review procedures.  Under 
this approach, the analyst who does the initial testing and interpretation has access to contextual 
information about the case, but colleagues who are assigned to review and verify the analysis do 
not.  Proponents of this approach suggest that it may be easier and more practical to introduce 
blinding or sequential unmasking procedures during a review process than during the primary 
analysis.  The feasibility and efficacy of blind review procedures is another issue that we propose 
to examine.     
 
To summarize, commentators have proposed three possible approaches for dealing with 
contextual bias: utilization of a case manager; sequential unmasking, and blind review.  But these 
proposals are relatively new—even the most avid proponents acknowledge that a number of 
issues will need to be examined and evaluated before they are adopted.  There is uncertainty and 
disagreement about (1) the circumstances under which such procedures are necessary; (2) 
whether they would be practical and effective; and (3) how they might be implemented.  The 
research we propose here is designed to cast new light on these important questions.   
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II. Project Design and Implementation 

A. Overview 
 
There are three components to the proposed research:  
 

1) Interviews 
 
The first component of the research involves interviews with directors and section heads of 
major forensic laboratories to assess their views of contextual bias and to gain insight into the 
feasibility of various proposals for dealing with it. During these interviews, we will seek answers 
to the following questions: (1) How much do these managers and leaders know about contextual 
bias, and what are their views of the issue? (2) What steps, if any, have they taken (or do they 
contemplate taking) to address the problem of contextual bias? (3) What issues or problems have 
they encountered (or do they anticipate) when taking steps to address contextual bias?  
 
For reasons discussed below, we believe that forensic scientists’ views on some of these issues—
as well as their current practices—may vary depending on the institutional and legal environment 
in which the laboratory operates.  For example, we anticipate that those who work in adversarial 
legal systems might view some of these issues differently than those in inquisitorial systems, and 
that those who work in laboratories operated by law enforcement agencies may differ from those 
who work in laboratories that are separated institutionally from law enforcement.  To gain 
insight into this possibility, we will sample our forensic scientists from a diverse range of 
environments in which forensic science is practiced, including laboratories in inquisitorial legal 
systems (Switzerland and the Netherlands) as well as adversarial systems (United States, New 
Zealand, Australia).  Within each type of legal system, we will sample from well-regarded 
laboratories that are operated by law enforcement agencies, as well as laboratories that are 
operated by agencies that are independent of law enforcement. 
 
We will also include laboratories that are known to have taken positive steps to address the 
problem of contextual bias.  At this point, it is clear that some laboratories have taken more steps 
than others (see, e.g., Stoel et al. 2014, mentioning that the Netherlands Institute of Forensic 
Science has adopted sequential unmasking procedures for DNA testing and other context 
management procedures for firearms; also Found & Ganas, 2013, describing a “context 
management scheme” adopted by the Document Examination Unit of the Victoria (Australia) 
Police Forensic Services Department).   Lessons learned by laboratories that have already taken 
steps to address the problem of contextual bias are likely to be of great value to other laboratories 
that are contemplating similar steps. A good way to assess the time and effort required by 
proposals such as sequential unmasking and blind review, for example, is to ask forensic 
scientists who are already using such procedures how well those methods are working and what 
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practical difficulties they entail.  This first component of our research will address these 
questions.   
 

2) Focused Research on Bloodstain Pattern Analysis (BPA) and Handwriting Analysis 
 
The second component of the proposed research focuses in detail on the decision-making 
environment and decision processes of experts in two forensic domains: bloodstain pattern 
analysis and handwriting analysis.  Both of these disciplines involve the analysis of patterns.  
Furthermore, in both disciplines experts rely almost exclusively on human perceptual and 
cognitive processes to form opinions regarding evidence.  Hence these are disciplines in which 
the potential for contextual bias is likely to be an important issue (Found & Ganas, 2013; Miller, 
1984).  But the two disciplines differ in important ways as well.  While handwriting analysis is 
focused primarily on source-level propositions (e.g., was a questioned document written by the 
same person who wrote the exemplar documents?), bloodstain pattern analysts are more likely to 
address activity-level propositions (e.g., was this bloodstain pattern caused by expiration or 
violent impact?).  Consequently, the nature of the contextual information that analysts need to 
consider—and the measures needed to manage contextual bias—are likely to be very different in 
the two disciplines.   
 
Our proposed studies will provide insight into the decision-making environment and decision 
processes in these two disciplines through: (1) detailed interviews with trained analysts; and (2) 
experimental studies in which analysts are asked to evaluate realistic case materials under 
controlled conditions.   
 
The interviews will incorporate “think-aloud” studies, in which analysts will be asked to explain 
their thinking as they examine evidence from actual cases.  Analysts will be offered various 
types of contextual information and asked to explain what contextual information they need (and 
why they need it) to do their jobs properly and, correspondingly, what contextual information 
they do not need (and why they consider it irrelevant to their task). The interviews will also 
explore the channels of communication via which analysts receive contextual information, 
allowing us to assess how difficult it might be to insulate them from task-irrelevant facts arriving 
through various channels.   
 
The experimental studies will provide a controlled way of exploring how changes in contextual 
information and the nature of the case can affect analysts’ decision-making processes.   
 
The purpose of the proposed studies is not simply to demonstrate that contextual bias can occur.  
As discussed below, there is strong reason to believe that it can.  Rather, the studies proposed 
here have two overarching goals: first, to gain additional insight into the process of decision-
making by analysts in two different but equally important pattern matching disciplines; and 
second, to gain insight into the need for—and feasibility of—various procedures that might work 
to mitigate bias in each of these domains. 
 

3) Protocol Development 
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The third component of this project is the development of a practical set of Contextual 
Information Management (CIM) procedural models that could realistically be implemented in 
forensic agencies.  Relying on insights gained from our interviews and experimental studies, as 
well as a broad review of pertinent scholarly literature, we will develop written protocols that 
reflect best practices for mitigating contextual biases while also assuring that analysts are 
provided with all of the task-relevant information required to perform their analyses in a rigorous 
and proper manner.  While our primary focus will be on protocols for handwriting analysis and 
bloodstain pattern analysis, we believe that model protocols for these two areas will be useful to 
forensic scientists in other pattern matching disciplines as they consider ways to improve their 
laboratory SOP’s and protocols in an effort to address the problem of contextual bias.   
 

B.  Literature Review and Analysis 
 
1) Observer effects, confirmation bias and contextual bias 

 
Scientists have long recognized that the results of an observation can be affected by the state of 
the observer.  As early as 1795, astronomers recognized that these observer effects can distort 
and undermine the accuracy of experts’ observations (Risinger, et al., 2002).  Where the 
observers’ preconceptions or motives influence the interpretation of data, the phenomenon is 
sometimes called examiner bias or confirmation bias, although it is important to note that the 
“bias” entailed in the phenomenon may occur without the observer intending or even being 
aware of it (Thompson, 2009a).   
 
The term context effect, sometimes used synonymously with observer effect, originated in 
psychology.  It was initially used to describe circumstances in which the perception of a stimulus 
is affected by the surrounding context, as where a gray object looks lighter against a dark than a 
light background (Dresp-Langley & Reeves, 2012). In forensic science, however, the term 
context effect has been used more broadly to describe situation in which the results of a forensic 
analysis are affected by the circumstances in which it is performed, and particularly by the 
information available to the analyst.  For example, a latent print examiner might become more 
likely to identify a latent print as that of the suspect when told that another analyst has already 
made the identification, or when told that other evidence indicates the suspect made the print 
(Dror & Charlton, 2006; Dror, Charlton & Peron, 2006).  The other evidence might be said to 
provide a context that influences the analyst’s interpretation of the data.  A context effect 
becomes contextual bias when the influence of context is deemed improper or inappropriate, as 
when an analyst’s scientific conclusions are affected by contextual information that should not 
have influenced them.   
 
Concerns about contextual bias have been raised in a variety of scientific fields (Risinger, et al. 
2002).  The most common way to address such concerns is to adopt blind or double-blind 
methods that shield the person interpreting critical data from extraneous information that might 
improperly influence the interpretation (Thompson, 2011; 2009a; Risinger et al., 2002).  Blind 
procedures are most common in fields where practitioners must rely on subjective judgment to 
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interpret data, such as medicine and psychology; they are seen less often in research in the 
physical sciences, perhaps because data in those areas is viewed as more objective and less 
subject to human interpretation (Sheldrake, 1999).  But blind procedures are widely used in all 
fields for peer-review of scientific articles, for grading of written examinations, and for other 
functions for which contextual bias is a concern. These procedures avoid contextual bias by the 
straightforward expedient of preventing exposure to potentially biasing information.   
 
There is growing evidence that forensic scientists are susceptible to contextual bias.  Evidence of 
contextual bias has been found in latent print analysis (Dror, Charlton & Peron, 2006; Dror & 
Rosenthal, 2008), document examination (Miller, 1984), bite mark analysis (Osborne, Woods, 
Kieser & Zajac, 2013) and DNA analysis (Dror & Hampikian, 2011; Thompson, 2009b). The 
concerns have also been reinforced by the discovery of errors in latent print analysis (Stacey, 
2004; Office of Inspector General, 2006), bite mark analysis (Pretty & Sweet, 2010) and DNA 
testing (Thompson, 2008; 2013) that have been attributed, at least in part, to contextual bias.  In 
its 2009 report on forensic science, the National Research Council acknowledged these concerns 
and agreed that they are a problem for the field, declaring unequivocally that “forensic science 
experts are vulnerable to cognitive and contextual bias” and that this bias “renders experts 
vulnerable to making erroneous identifications.” (NRC, 2009, p. 4, note 8).  
 
Why have forensic scientists lagged behind other fields in addressing contextual bias?  
According to the NRC report, “[t]he forensic science disciplines are just beginning to become 
aware of contextual bias and the dangers it poses.” (p. 185).  A key issue we intend to explore in 
the interview component of this project is why forensic scientists have lagged behind other 
scientific fields in efforts to address this issue. Is the problem simply ignorance (arising from 
inadequate training) or are there other factors at play?   
 

2) Do role conflicts inhibit reform? 
 
One possibility that we intend to examine is that forensic scientists are reluctant to “blind” 
themselves to potentially biasing contextual facts because they are involved in aspects of the 
investigative process in which such facts are relevant.  As noted earlier, forensic scientists may 
need detailed information about the nature of the case, the claims made by witnesses, and 
investigators’ theories of the matter in order to decide which specimens to collect from the crime 
scene and what analytic examinations are needed.  But this contextual information may be 
unnecessary and potentially biasing to a forensic scientist who performs analytic tasks, such as 
determining whether a specific individual could be the source of a latent prints or a contributor to 
a DNA sample.  In other words, contextual information that is relevant to one task may be 
irrelevant and potentially biasing for another.  The problem, then, may be that the same person is 
expected to perform (or wants to perform) both kinds of tasks.  In the process of minimizing the 
potential for contextual bias on analytic tasks, these forensic scientists might fear that they would 
be compromising their effectiveness at other tasks, such as managing cases or advising 
investigators.  The interview component of this project will explore forensic scientists’ 
perceptions of the feasibility, practicality, and desirability of various proposals for resolving this 
dilemma.   



 
 
 

8 
 

 
 

   
As noted above, one proposal is to require forensic scientists who participate in a particular 
investigation to assume one of two possible roles—that of a case manager or that of an analyst.  
Case managers, who are fully aware of case context, would communicate with investigators, 
decide what examinations should be conducted, and assist investigators in understanding the 
results of examinations and evaluating various theories of the case.  Analysts would conduct 
examinations in a manner specified by case managers and would be blind to task-irrelevant 
contextual information—at least until they completed the examinations and issued reports. But is 
it really feasible in a forensic laboratory to separate functions in this manner?  What would be 
the advantages, disadvantages, and costs of this proposal?  What issues have laboratories 
encountered (or do they anticipate they might encounter) with the adoption of such procedures?  
In our interviews, we will answer these questions. We will also explore forensic scientists’ 
perceptions of the practicality and desirability of other proposals for addressing contextual bias, 
including sequential unmasking (Krane, 2008) and blind review. 
 

3) Do adversarial pressures and incentives inhibit reform? 
 
Some commentators have attributed problems in forensic science to pressures and incentives that 
arise from an adversarial system of justice.  The claim is that forensic scientists may identify too 
closely with the side that they generally serve—whether the prosecution or defense—resulting in 
an orientation toward “winning” cases rather than doing the most careful science.  For example, 
Mnookin, et al. (2011) attributed a variety of problems in forensic science to the immersion of 
many forensic scientists in a “culture of law-enforcement.”  The 2009 NRC report went so far as 
to recommend an institutional separation of crime laboratories from law enforcement as a key 
element of its proposed “path forward” for forensic science.  Others have pointed out that 
defense experts may also be influenced by partisanship and adversarial pressures (Murrie et al., 
2013). 
 
How might adversarialism affect the way in which forensic scientists respond to the problem of 
contextual bias?  One possibility is that a forensic scientist who is highly motivated to help “his 
side” win might resist blinding or masking procedures because he needs contextual information 
in order to slant his findings in a manner helpful to his side.  While we doubt that there are many 
forensic scientists who are influenced by such crude motives, there may be more subtle 
incentives for resisting these procedures.  For example, forensic scientists might find it more 
rewarding to be directly involved with investigators or lawyers in developing theories of a case 
than to operate in the contextual vacuum required for “blind” analysis.  
 
Our interviews will explore the extent to which forensic scientists are involved with investigators 
and lawyers, how they feel about those contacts, and whether the nature of those contacts is 
associated with perceptions of the need for—and feasibility of—blinding procedures. 
 
Another possible theory is that an adversarial environment may make it more difficult for 
forensic scientists to recognize contextual bias as a problem.  That is, exposure to contextual 
information may come primarily from contacts with trusted colleagues who are investigators or 



 
 
 

9 
 

 
 

lawyers.  Forensic scientists’ respect for these colleagues may make the information that they 
provide seem benign, natural, helpful, and perhaps even necessary, rather than as potentially 
biasing. 
 
One of the issues we will explore in our proposed interviews is whether forensic scientists who 
work in adversarial systems of justice view the issue of contextual bias differently than those 
who work in inquisitorial systems.  In inquisitorial systems, forensic experts generally report to a 
court rather than to one of the parties in a contested case; they are therefore less likely to 
experience adversarial pressures.  Whether forensic scientists in those setting have a different 
attitude toward contextual bias, and a different approach to dealing with it, is one of the 
questions this research will address.  We will also compare forensic scientists who work for law 
enforcement agencies with those who work for agencies that are independent of law 
enforcement, to gain insight into whether a “culture of law enforcement” is linked to views and 
practices of forensic scientists on the issue of contextual bias. 
 

4) Are forensic scientists blind to their own biases? 
 
Psychologists have shown that people have a “blind spot” when it comes to recognizing their 
own biases (Pronin & Kugler, 2007; Pronin, Gilovich & Ross, 2004; Pronin, Yin & Ross, 2002). 
We all have difficulty identifying and correcting for bias because of a basic limitation of the 
human mental process: we have little insight into whether and how much our judgments have 
been influenced by particular facts or information to which we are exposed.  We cannot rely on 
introspection to tell us whether—or how much—we have been influenced by any particular fact 
or factor.  Hence, we cannot trust anyone’s claim that a particular fact or factor had no influence 
on their judgment, at least not when the claim is based solely on introspection (Nisbett & Wilson, 
1977; Wilson & Brekke, 1994)    
 
But some forensic scientists have argued that members of their profession have the ability to 
avoid contextual bias simply through an act of will.  One prominent forensic scientist who took 
this view was John Thornton, who declared:   
 
I reject the insinuation that we do not have the wit or the intellectual capacity to deal with bias, 
of whatever sort. If we are unable to acknowledge and compensate for bias, we have no business 
in our profession to begin with, and certainly no legitimate plea to the indulgence of the legal 
system (Thornton, 2010). 
 
Similar statements have been expressed by others (Mnookin et al., 2011).  For example, in an 
open letter published in a professional journal, a Fellow and elected Chair of the Fingerprint 
Society said:   
 
[A]ny fingerprint examiner who comes to a decision on identification and is swayed either way 
in that decision-making process under the influence of stories and gory images is either totally 
incapable of performing the noble tasks expected of him/her or is so immature that he/she should 
seek employment at Disneyland. . .(Leadbetter, 2007). 
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One goal of the research proposed here is to determine whether such attitudes are common.  If 
forensic scientists have been slow to address the problem of contextual bias because they are 
overconfident in their own ability to avoid bias, then one promising way to encourage 
implementation of the blind or masking procedures is through educating forensic scientists about 
the psychological literature on contextual bias and on the introspection illusion.  The research 
proposed here will assess the degree to which forensic scientists are familiar with literature on 
cognitive bias, and whether those more familiar with the literature are more likely to accept the 
need for corrective procedures. 
 

5) Are forensic scientists confused about the task-relevance of contextual information?    
  
Forensic scientists’ slowness to address problems of contextual bias may also arise from 
uncertainty or confusion about what kinds of contextual information they should—and should 
not—consider when making their assessments.  Commentators frequently propose that forensic 
scientists should avoid being influenced by information that is “domain-irrelevant” (e.g., 
Risinger et al. 2002) or “task-irrelevant,” but they have not provided clear guidelines for 
distinguishing what is relevant and irrelevant.  Nor has this issue been addressed in the forensic 
science literature.   
 
Anecdotal evidence suggests that some forensic scientists are indeed confused or uncertain about 
what types of information they should rely on when forming scientific opinions.  Consider, for 
example, the testimony of forensic odontologist David R. Senn in a June 12, 2012 deposition in 
the case of New York v. Dean.  He explained that after linking a suspect’s teeth to a bite mark:  
 
If I then found that other evidence like the DNA swab that that was taken that had a positive 
amylase reaction came back as not excluding that same person, my confidence level would 
increase.  I might be willing to upgrade my opinion from cannot exclude to probable….Now, 
many odontologists say you shouldn’t have any awareness of the DNA results compared to the 
bite mark, and I agree that you shouldn’t have them in advance,  but if I subsequently get them, 
then I reserve the right to write a revised opinion.  And I have done that. (p. 87) 
 
The problem of assessing task relevance is complicated by the fact that forensic scientists might 
play multiple roles in an investigation.  For example, a key task for a bloodstain pattern analyst is 
obviously to classify patterns—to determine, for example, whether a particular pattern of blood 
on a surface resulted from expiration or from impact.  But the same analyst may also be involved 
with investigators in efforts to reconstruct events at the crime scene.  This dual role complicates 
assessment of “task-relevance” because contextual information that is irrelevant to the pattern 
classification task (e.g., witness statements, medical reports) might be relevant and necessary to 
the reconstruction task.  The dual role played by analyst may also complicate efforts to insulate 
analysts from potentially biasing contextual information.  Through our interviews, we hope to 
explore and disentangle some of these issues, particularly as they arise in bloodstain pattern 
analysis. 
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Our interviews will explore forensic scientists’ views about the task-relevance of contextual 
information.  We will ask our informants to explain what types of contextual information they 
believe forensic scientists in various domains need to know (and why; and when) in order to do 
their jobs properly.  We will seek to learn whether it is common or uncommon for forensic 
scientists to base interpretive conclusions on non-forensic evidence, or to base conclusions in one 
forensic domain on the results of tests in another domain (as Mr. Senn, quoted above, claimed to 
do).  More generally, we will ascertain where analysts draw the line between task-relevant and 
task-irrelevant contextual information.   
 
When developing CIM procedures, we will be guided in part by forensic scientists’ assessments 
(as revealed by our interviews) of what they need to know to do a good job. But we will also be 
guided by normative assessments of the types of information that forensic scientists should and 
should not consider (e.g., Risinger, at al., 2002; Thompson, 2011; Page et al, 2011; Found & 
Ganas, 2013), including formal criteria for task-relevance recently developed by Thompson 
(2014).  Using conditional probability models represented as Bayesian networks (see, Taroni, 
Aitken, Garbolino & Biedermann, 2006), Thompson (2014) offers mathematical criteria for 
assessing task-relevance and has demonstrated that these criteria maximize the usefulness of 
forensic science evidence to a trier-of-fact.   
 
The normative models suggest that forensic scientists should base their conclusions solely on a 
scientific assessment of the evidence they are asked to evaluate.  Forensic scientists who are 
influenced by evidence outside their specific scientific domain may undermine the accuracy of 
legal decision-making by usurping the function of the jury (Risinger, 2012).  As Page et al. 
(2011, p. 108) explained, “if a forensic examiner reaches a conclusion that includes consideration 
of other factors other than the evidence before them, their conclusions should not carry the 
independent weight that the trier of fact has assumed is inherent in such testimony.”  Because the 
jury may not realize that the conclusion of the bite mark analyst are based partly on the DNA 
evidence, this evidence may be double-counted (Lempert, 1977; Schum & Martin, 1982; 
Thompson, 2011).  Thus, forensic experts who stray beyond their domain may undermine the 
ability of the jury to make an accurate assessment of the case.   
 
Through this research, we hope to provide to the forensic science community the most detailed 
and thoughtful guidelines yet proposed on how to draw the line between task-relevant and task-
irrelevant contextual information, and on ways to ensure that analysts have full access to the 
former while avoiding the undue influence of the latter.   
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As the importance of forensic science
in the legal system has grown, debate
has arisen about the way forensic sci-
entists should characterize their findings
in order to communicate most effec-
tively with legal fact-finders. This article
will focus on one aspect of that debate:
the framing of conclusions involving ele-
ments of probability. In particular, we will
examine the contentious issue of whether
forensic scientists, when asked to provide
evidence that will be used to evaluate var-
ious competing propositions about phys-
ical evidence, should consider the prior
probabilities that those propositions are
true. Disputes about this issue have arisen
in a number of contexts and recent exam-
ples suggest that opinions still diverge
(e.g., Budowle et al., 2011; Biedermann
et al., 2012). In this comment, we will
argue that a reasoned approach to this
issue depends on the role that forensic sci-
entists are expected to play in the legal
system.

To illustrate the underlying issues, let
us begin with a generic example. A foren-
sic scientist is asked to perform DNA
profiling analyses of blood found at a
crime scene and to compare the result to
the DNA profile of a defendant who is
charged with the crime. The defendant’s
guilt or innocence will be determined by
a jury. The jurors’ decision will depend
in part on their assessment of two propo-
sitions of interest—H1: that the defen-
dant was the source of the blood; and
H2: that someone else was the source of
the blood. What should the forensic scien-
tist tell the jurors about the results of the
DNA analysis?

The jurors might want the expert to tell
them definitively which hypothesis is true,

or to give them particular values for the
so-called source probabilities—saying, for
example, that there is a 0.998 probability
the defendant is the source of the blood
and only a probability of 0.002 that some-
one else was the source. But there is no
way for the forensic scientist to reach such
conclusions based on the forensic findings
alone. To assess source probabilities, the
forensic scientist must also consider other
evidence in the case.

Suppose, for example, that the expert
found that the defendant and the blood
from the crime scene share a set of genetic
markers found in one person in 1 mil-
lion in the relevant population. Without
considering other evidence in the case,
the expert might make statements about
the conditional probability of finding these
results under the two hypotheses of inter-
est. For example, the expert might con-
clude that the shared genetic markers were
virtually certain to be found under H1
(defendant was the source), but had only
1 chance in 1 million of being found
under H2 (someone else was the source).
Based on this assessment the expert might
also provide to the jury a so-called like-
lihood ratio—saying, for example, that
the DNA profiling results are 1 mil-
lion times more probable if the defen-
dant rather than some other person was
the source of the blood. But a likeli-
hood ratio is not the same thing as a
source probability. The likelihood ratio
reflects the relative probability of the find-
ings under the relevant propositions, not
the probability that the propositions are
true.

The only coherent way to draw con-
clusions about source probabilities on the
basis of forensic evidence is to apply

Bayes’ rule, which requires that one begins
with an assignment of prior probabili-
ties to the propositions of interest (e.g.,
Robertson and Vignaux, 1995; Finkelstein
and Fairley, 1970). Bayes’ rule speci-
fies how one ought to combine prior
probabilities with the results of a DNA
profiling analysis in order to find the
so-called posterior probabilities that the
defendant is the source of the blood.
But the Bayesian approach will only work
if the expert can begin with a prior
probability.

This brings us to the crux of the debate:
whether forensic scientists should even
try to specify prior probabilities and, if
so, how. It is occasionally suggested that
forensic scientists should assume equal
prior probabilities. This is sometimes
described as a position of neutrality
and is often justified with references
to vague accessory “principles,” such as
the “Principle of Indifference” or the
“Principle of Maximum Entropy,” bor-
rowed from other disciplines and contexts
(Biedermann et al., 2007).

A prominent illustration can be found
in paternity cases. When DNA analysts are
asked to assist in the assessment of whether
a particular man is the father of a child,
they usually analyze the profiles of the
mother, child, and the accused man, and
assign conditional probabilities that the
genetic characteristics found in the child
(Ec) would be observed under two relevant
hypotheses specifying that the accused
is the father (H1) and that some other
man (from a particular reference popu-
lation) is the father (H2) conditioned on
the alleged parents’ DNA profiles (Em and
Eam, for the mother and the accused man,
respectively). In some cases, the analysts
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limit themselves to reporting the ratio
of these conditional probabilities—i.e.,
Pr(Ec|Em,Eam,H1)/Pr(Ec|Em,H2)—which
is a likelihood ratio (although it is also
referred to as the paternity index). But
quite often, analysts go farther. They
assume that the prior odds of H1 and
H2 are equal and then, in accordance with
Bayes’ rule, they multiply the prior odds
by the likelihood ratio (paternity index)
to determine the posterior odds of pater-
nity. Recall that odds are defined as a ratio
between two probabilities; in this par-
ticular scenario, it is the ratio between
Pr(H1) and Pr(H2). The posterior odds
are typically restated as a probability.
For example, if the DNA evidence sup-
ports paternity with a likelihood ratio of
1 million some analysts would report a
probability of 0.999999 that the accused is
the father.

While this approach is commonly used
in civil paternity cases, courts in the United
States have generally not allowed analysts
to characterize their findings in this man-
ner when paternity tests are offered as
evidence in criminal cases—e.g., to prove
the defendant committed rape or incest by
showing he fathered a particular child. The
assumption of equal prior odds appears
to conflict with the presumption of inno-
cence to which defendants in criminal
trials have traditionally been entitled. In
the view of most commentators, assuming
that the accused starts with a probability
of guilt of 0.5 falls far short of presum-
ing him innocent. More fundamentally,
making any default assumption about the
prior probability is seen as violating the
obligation of the legal system to deliver
individualized justice based on the facts of
each case (the attentive reader might have
noted that circumstantial information I
was omitted from the above mathemati-
cal notation). Consider that an assump-
tion of equal priors is applied regardless of
any other evidence in the case: an accused
man who offers proof that he is infer-
tile due to azoospermia and was not on
the same planet as the mother at time
of conception (i.e. an azoospermic cos-
monaut) is treated the same as any other
man. While the jury can take the other
evidence into account they may have diffi-
culty integrating it with the “probability of
paternity” delivered by the forensic expert,
or they may mistakenly assume that

the “probability of paternity” is all they
need consider.

Another suggested approach is that
forensic scientists take upon themselves
the responsibility for assessing the prior
probability of the relevant hypotheses
before updating them based on the
scientific findings in accordance with
Bayes’ rule. For example, in the context
of missing person identification, commen-
tators declared that “[t]he forensic DNA
community needs to develop guidelines
for objectively computing prior odds”
(Budowle et al., 2011, p. 15). The major
objection to this approach, in the context
of a criminal trial, is that it may result in
forensic scientists going beyond their sci-
entific expertise and usurping the role of
the fact-finder. In order to assign prior
contextually meaningful probabilities, the
expert would need to take into account all
of the evidence in the case. But experts
are rarely in a good position to evaluate
the non-scientific evidence and have no
business doing so. The legal system places
the responsibility for evaluating the evi-
dence in a case on the fact-finder, whether
judge or jury, not the expert witness. Jurors
are carefully chosen for the task, are often
shielded by evidentiary rules from infor-
mation that the legal system determines
that they should not consider, and are
carefully instructed on the presumptions
to make and standards to apply in reaching
a verdict; experts are not. Allowing expert
witnesses to take into account prior odds
when considering the probative value of a
scientific observation also raises the dan-
ger of double-counting certain pieces of
evidence (Thompson, 2011).

Consequently, many commentators
have suggested that forensic experts have
no role in assessing prior probabilities.
Because posterior probabilities can only be
arrived at by assessing prior probabilities,
they argue that experts cannot legitimately
make statements about posterior probabil-
ities either. As Redmayne explains (2001,
p. 46): “(. . .) the expert should not testify
in terms such as (. . .) ‘the blood probably
came from the defendant’, because one can
only reach conclusions of this sort by mak-
ing assumptions about the strength of other
evidence against the defendant.”

There may, however, be circum-
stances in which a forensic scientist could
appropriately assign prior probabilities

and use them as a basis for reaching other
conclusions. One such circumstance arises
when the expert is given the responsibil-
ity of making an overall evaluation of a
case. For example, coroners are sometimes
given full responsibility for determining
the cause and manner of a death for legal
purpose. (In jurisdictions of the Anglo-
Saxon tradition, a coroner is a government
official who investigates human deaths and
makes independent determinations as to
their time, manner, and cause. He should
not be confused with the medical exam-
iner, who merely provides information to
a court in the course of criminal prosecu-
tion or civil litigation but has no judicial
authority of his own). In such cases, the
expert should certainly take account of all
relevant evidence, including both scien-
tific and non-scientific factors. There is
no danger of the expert usurping the fact-
finder when the expert is the fact-finder.
The matter becomes more complicated,
however, when an expert who has made
a determination in the role of fact-finder
is subsequently asked to present evidence
to another fact-finder, as when a coro-
ner who has determined that a death was
due to homicide rather than suicide in an
inquest is asked to testify in a subsequent
criminal trial. In such cases, the dangers
of usurpation and double-counting of
evidence discussed above may still loom
large.

Whether forensic scientists should take
account of the prior probability of the
hypotheses they are asked to help evalu-
ate is a complicated question. The answer
depends on the role the forensic scien-
tist will be playing in the legal system.
If forensic scientists will make the ulti-
mate determination, for legal purposes,
with regard to a particular proposition
of interest, then they should, and indeed
must, consider their prior probabilities
that the hypotheses are true. If, how-
ever, the truth of the hypotheses will be
addressed by someone else—e.g., a judge
or jury—and the forensic scientists’ role
is limited to providing expert assistance,
then forensic scientists should generally
confine themselves to assign the condi-
tional probability of the scientific findings
under the given hypotheses of interest, and
should leave to the legal decision maker
the task of assessing prior and posterior
probabilities.
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 M I S S E D  D I A G N O S I S    

    In late 2005, Melonie Ware, the mother of two young children, 
was convicted of murder and sentenced to life in prison. Based on 
the triad, the state alleged that the Georgia caregiver had shaken to 
death an eight-month-old boy. Six prosecution doctors dismissed 
the possibility that that baby, Jaden, had suddenly and inexplicably 
collapsed during a feeding, as Ware described. Th e experts were cer-
tain that the medical evidence proved her guilt. Even the defense 
conceded the correctness of the SBS diagnosis, arguing that Jaden 
had been shaken before he was left  in Ware’s care. But the jury was 
convinced by the state’s doctors’ professed ability to precisely time 
the baby’s injury:  it must have been infl icted during the period 
when he was with his caregiver.   1    Th e trial was standard fare for 
these prosecutions. 

 Shortly aft er Ware was sentenced, she hired a diff erent lawyer, 
who promptly moved for a new trial based on the ineff ective assis-
tance of trial counsel. Aft er fi rst granting Ware an evidentiary hear-
ing, the same judge who had just sentenced her to a life term made 
the remarkable decision to set aside the conviction.   2    Ware had been 
so greatly disadvantaged by her lawyer’s subpar performance that, 
but for it, according to the trial judge, “a reasonable possibility, 
even a strong possibility, exist[ed]” that she would have been found 
not guilty.   3    Th is assessment proved to be correct. At her subsequent 
retrial, Ware was acquitted. She had served one year in jail on a life 
sentence imposed wrongly. Th ough fi nancially wrecked, the family 
was reunited.   4    

 What saved Ware was the discovery that Jaden had apparently 
died of complications from sickle cell disease. Seven experts, includ-
ing a pathologist, a pediatric neurologist, an ophthalmologist, a 
pediatrician, and a hematologist/oncologist (blood cancer special-
ist) testifi ed to this eff ect on behalf of the defense. Th e evidence 
that sickle cell disease caused Jaden’s death was overwhelming. 
Blood test results were consistent with disseminated intravascular 
coagulation, which occurs when blood cells meet blood clots that 
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rip apart the cells. Jaden’s blood culture revealed signs of bacterial infection 
consistent with sickle cell disease. And autopsy slides revealed the presence of 
sickle cells in the eyes and parts of the brain.   5    

 Early in his life, Jaden was actually diagnosed with sickle cell disease; the 
fact that he suff ered from this genetic blood disorder was not in dispute.   6    
Even so, Jaden’s condition was barely mentioned at Ware’s fi rst trial. Rather 
than pursue a “medical defense,” Ware’s lawyer decided not to question the 
SBS diagnosis—he would keep the case “so simple and straightforward,” as he 
later put it, that the jury would be able to follow.   7    By pointing the fi nger at an 
unknown abuser, the lawyer hoped to conjure the conventional “whodunit” 
archetype of criminal investigations. But, as Ware’s conviction aft er her fi rst 
trial suggests, this model is inapt when no crime whatsoever has taken place. 
As a substitute for advancing a causal account of a natural disease process—a 
medical defense, as it were—the “other abuser” strategy is counterproductive. 

 Th e decision to forego an attack on the doctors’ SBS diagnosis might well 
have stemmed from the trial lawyer’s limited understanding of the relevant 
scientifi c research. “I don’t think anybody would feel comfortable with the 
science in this fi eld unless they were a medical doctor or had one sitting next 
to them,” he admitted.   8    An SBS defendant whose lawyer feels daunted by the 
science surrounding SBS is at a pronounced disadvantage. Th is is a problem 
that reaches far beyond Melonie Ware’s case. Although a defense attorney’s 
failure to engage the science is not necessarily viewed as ineff ective for pur-
poses of constitutional analysis, it still falls short of adequate representation. 
Yet, for many lawyers, the task of mastering a body of complicated scientifi c 
research is overwhelming. Even those who have successfully defended SBS 
charges remark on the toll it exacts. Articulating a widely shared sentiment, 
Ware’s post-conviction counsel noted, “defending an individual with charges 
related to Shaken Baby Syndrome is one of the most diffi  cult cases that a 
criminal defense attorney will face in his or her career.”   9    

 At Ware’s fi rst trial, her lawyer’s failure was suffi  ciently egregious to require 
a remedy.   10    Not presenting the “critical, material, available medical evidence” 
amounted to what the post-conviction counsel aptly referred to as a “break-
down in the adversary system.”   11    Across this system, equally egregious failures 
may never come to the attention of a judge, and failures less egregious may not 
entitle a defendant to relief. But for Ware, a court was prompted to undo the 
injustice. Th e case epitomizes the importance of decent defense representa-
tion and what that entails in SBS cases. 

 What happened to Melonie Ware also raises important questions about the 
functioning of prosecutors and prosecution experts. Consider that evidence 
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of Jaden’s sickle cell disease was not newly “discovered”—rather, it was known 
at the time of the fi rst trial. Prosecutors were well aware that the baby suff ered 
from this condition; they were even on notice that he had recently been hos-
pitalized for engorgement of the spleen as a result of his disease.   12    Th e state’s 
response to this evidence was to deny its relevance altogether. 

 At Ware’s fi rst trial, Doctor Beatrice F., a pediatric hematologist, testifi ed 
that Jaden’s death could not have resulted from his sickle cell disease. Doctor 
F. summarily explained that she was responsible for transfusing Jaden’s blood 
in a prior hospitalization, and that this transfusion eliminated the possibil-
ity that complications from sickle cell were the cause of the baby’s death.   13    
Defense counsel neglected to cross-examine Doctor F. regarding a potential 
confl ict of interest arising from the prior treatment of Jaden and how this 
might bias her testimony. 

 Th e problems with Doctor F.’s testimony became apparent at Ware’s 
second trial. Doctor Michael D.  is a pediatric hematologist/oncologist and 
director of the Sickle Cell Treatment and Educational Center at a leading 
medical school and a metropolitan children’s hospital specializing in the 
treatment of sickle cell disease. Never having appeared as an expert witness 
in a criminal case, he testifi ed on Ware’s behalf at her retrial. According to 
Doctor D., there was no evidence that transfusion treatment is eff ective to 
prevent engorgement of the spleen, and there are signifi cant risks associated 
with the particular transfusions that Jaden received, including just the kind of 
brain injury presented in this case.   14    

 Doctor D. suggested that decisions made in the course of caring for Jaden 
prior to his collapse might have contributed to his death. Th e child had appar-
ently received too much blood, causing a thickening reaction that can lead to 
clotting in the brain. Th ere was powerful evidence that this “hyperviscosity 
syndrome” was a factor in Jaden’s collapse: three transfusions had occurred 
within a four-week period; on the fi nal transfusion, the amount of blood 
provided doubled; Jaden’s CT scans were consistent with bleeding over the 
course of weeks; and, fi nally, the autopsy report indicated the presence of 
thrombosis (clots). In Doctor D.’s estimation, complications from sickle cell 
disease, or from the treatment of the disease, or from a combination of the 
two, led to the baby’s death.   15    

 Th is opinion cast new light on the testimony of Doctor Beatrice F., again, 
one of the doctors responsible for Jaden’s prior transfusion treatment. In ret-
rospect, it is clear that defense counsel at Ware’s fi rst trial should have pur-
sued the argument that sickle cell was causal in Jaden’s death. Even at the 
time, we might have expected the prosecutor to realize that Doctor F.  was 
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potentially confl icted by her role in Jaden’s earlier care. But a belief in SBS can 
stifl e critical analysis. In Ware’s case, the state was utterly convinced of Ware’s 
guilt and remained so: even aft er listening to the (unrebutted) testimony of 
Ware’s experts at the hearing on her new trial motion; even aft er receiving 
the judge’s decision to vacate the conviction based on the “strong probabil-
ity” that—with the benefi t of a fuller evidentiary record—Ware would be 
acquitted. As evidenced by its decision to retry her, the state still could not 
see reasonable doubt. 

 Ware’s case places in stark relief the limitations of “diff erential diagnosis.” 
Less than a week before the alleged shaking incident, Jaden had received a 
massive blood transfusion in relation to his sickle cell disease. Yet his condi-
tion was ruled out as a factor; the presence of a simple medical explanation 
for Jaden’s death did not in any way diminish the confi dence of the experts. 
Th eir certainty is troubling. It led them to ignore the presence of sickle cells 
on autopsy slides and to rationalize a problematic blood workup. It kept them 
from asking diffi  cult questions about Jaden’s transfusions and from a truly 
searching inquiry into why treatment for his sickle cell disease failed. 

 Th e state’s experts were unanimous that the triad proved Ware’s guilt. 
Doctors can, of course, be convinced and be wrong. But this phenomenon 
is especially jarring when the presumption of abuse generated by the triad 
obscures an obvious alternative explanation for neurological decline.  

    Diagnostic Error   

 Incorrect medical beliefs are sticky, meaning they endure.   16    Even aft er a 
research error is uncovered, its infl uence can linger.   17    According to Doctor 
John Ioannidis, a leading expert on the subject, the appropriate response is to 
invert our collective expectations of science: we ought to stop perceiving the 
claims of medicine as akin to truth. Physicians in particular should acknowl-
edge the limits of the research endeavor.   18    

 But, when it comes to the triad, no such inversion has occurred; expres-
sions of certainty as to its diagnostic signifi cance persist. One consequence is 
that non-abusive origins of the triad have mostly been a secondary research 
concern as compared to eff orts to establish a connection between the triad 
and abuse. Even so, understandings of abuse “mimics” have advanced. It 
might then be supposed that better individual diagnosis would result. Instead, 
clinical practice has lagged behind research on causes of the triad other than 
shaking. 
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 Th e association between quality scientifi c research and accurate diagnosis 
is a basic postulate of evidence-based medicine.   19    In theory, there is good rea-
son to believe that this relationship exists. But the reality of clinical diagnosis 
is more convoluted. Doctors generally struggle to translate the best available 
scientifi c knowledge into practice, oft en reaching conclusions akin to “edu-
cated guesses.”   20    

 In discussing the distinctive epistemology of modern medicine, legal 
scholar Lars Noah explains that clinicians are disinclined to rely upon the lat-
est scientifi c research—particularly when it confl icts with previously accepted 
lore.   21    Th is is true even when the latest research improves on earlier studies, 
since physicians treating patients tend not to engage with questions of meth-
odology or research quality.   22    As Noah observes, “we most certainly do not 
enjoy evidence-based medical practice.”   23    

 Th is description of clinical decision making bears directly on SBS. Noah’s 
account hints at why, despite having been universally disavowed by research-
ers, the pathognomonic triad persists in clinical practice to this day. It suggests 
how the medical profession might have uncritically perpetuated—through 
widespread diagnosis—an unproven hypothesis declaring that the triad, 
without any other signs, could result only from forceful shaking. 

 But if the role of science in medical diagnosis is more limited than we 
might like to believe, what  does  aff ect the “fl esh and blood” decision mak-
ing of physicians?   24    In the past decade, researchers have begun to apply the 
insights of behavioral science to better understand diagnostic error.   25    We now 
know that, like everyone else, physicians take shortcuts when processing com-
plex information.   26    Unfortunately, mistakes in diagnosis oft en result. In the 
SBS context, these misdiagnoses help to sustain the triad’s lasting sway  . 

 Researchers have made great progress in understanding the impact of “cog-
nitive dispositions to respond,” which may be defi ned as “cognitive errors, 
especially those associated with failures in perception, failed heuristics, and 
biases.”   27    Default to cognitive dispositions to respond is especially likely 
under certain conditions, such as those encountered by doctors in urgent 
medical situations.   28    As one literature review noted, “cognitive diagnostic 
failure is inevitable when the exigencies of the clinical workplace do not 
allow . . . Olympian cerebral approaches.”   29    

 What we have learned about cognitive errors in medicine allows for 
greater insight into the origins of misdiagnoses. A 2005 study of one hundred 
diagnostic errors provides a helpful taxonomy of causal factors.   30    Th e study’s 
fi ndings are directly relevant to the diagnosis of SBS. First, faulty processing 
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of the available information is the most common source of cognitive error, 
followed by faulty data gathering.   31    Analyzing the relationships between vari-
ous error sources, researchers were able to identify “clusters of cognitive fac-
tors that tended to co-occur.”   32    As one illustration, “a mistake relatively early 
on (e.g., an inadequate history or physical examination) is likely to lead to 
subsequent mistakes (e.g., in interpreting test results, considering appropriate 
candidate diagnoses, or calling in appropriate specialists).” Researchers con-
cluded that “diagnostic error is typically multifactorial in origin.”   33    

 Even so, one error stood out as a primary contributor to misdiagno-
sis: “[t] he single most common phenomenon was premature closure: the ten-
dency to stop considering other possibilities aft er reaching a diagnosis.”   34    Th is 
cognitive process has also been called “satisfi cing,” and it is well documented.   35    
Regardless of the term used, this tendency toward too quickly foreclosing 
alternatives sits uneasily with an idealized notion of diff erential diagnosis. In 
SBS cases, the problem is especially salient, since early diagnosis is the rule. 

 As we will see, premature closure is just one of many cognitive strategies 
relevant to SBS. Th e typical progression of a triad-only diagnosis follows a set 
pattern. A baby presents with acute neurological symptoms and no external 
signs of abuse. Emergency room doctors promptly discover a subdural hema-
toma, which triggers a deeply held belief that shaking was causal. An ophthal-
mologist is called to validate the diagnosis; the ophthalmologist fi nds retinal 
bleeding. A child abuse expert intervenes early on and further confi rms what 
the others already strongly suspected: the caregiver with the child at the time 
of collapse has not provided a satisfactory explanation for the bleeding. 

 Doctors now believe they know that this person shook the baby. Child 
protective services and the police are called. Perhaps doctors will make eff orts 
to “rule out” the alternatives perceived as possible. But the presumed diagno-
sis from the outset is shaking and this intuition is hardly ever disturbed. Th e 
trajectory of the diagnostic process seems almost to guarantee that intuition 
will harden into conviction. In short, when a baby presents with one or more 
triad symptoms, physicians—emergency room doctors, pediatricians, radi-
ologists, ophthalmologists, and, on autopsy, forensic pathologists—tend to 
default to SBS. 

 To understand why, it is helpful to further contemplate the cognitive 
shortcuts that readily present themselves in this diagnostic setting and to 
observe how these shortcuts may lead to misdiagnosis. Psychologists have 
identifi ed over thirty major cognitive dispositions to respond that contribute 
to error (some are overlapping).   36    Th e descriptions of these dispositions are 
striking for their parallels to the conditions that give rise to an SBS diagnosis. 
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Consider fi rst, errors associated with the initial diagnostic hypothesis. When 
a baby (who will later be diagnosed with SBS) presents in the emergency 
room with acute neurological symptoms, the fi rst notable feature discovered 
is normally subdural bleeding. Th is raises the prospect of “anchoring,” which 
psychologists describe as a “tendency to perpetually lock onto salient features 
in the patient’s initial presentation too early in the diagnostic process.”   37    For 
the doctor attending the child, the discovery of subdural bleeding prompts an 
immediate hypothesis: abuse. 

 Because the triad of symptoms (including subdural bleeding) was once 
thought to be exclusively diagnostic of shaking, it is not surprising that 
doctors—most of whom have past experience, some extensive, with these 
cases—would refl exively associate subdurals and abuse. Th is dynamic impli-
cates a bias known as “availability,” which is “the disposition to judge things 
as being more likely, or frequently occurring, if they readily come to mind.”   38    
Whether accurate or not, the past diagnosis of subdural bleeding as SBS may 
“infl ate the likelihood”   39    that subdural bleeding will again be diagnosed as SBS. 

 In questioning the adults who were caring for the child, the focus remains 
on the time period closely preceding the baby’s collapse, since the likelihood 
of a lucid interval is considered slim to none. Th is tendency implicates the 
“unpacking principle,” which warns that a doctor’s “failure to elicit all relevant 
information (unpacking) in establishing a diff erential diagnosis may result in 
signifi cant possibilities being missed.”   40    Th e suspect is fast identifi ed, consis-
tent with a diagnostic strategy of “going for the obvious” while giving other 
possibilities short shrift .   41    

 Since SBS is now a diagnosis of exclusion, doctors are supposed to rule out 
alternatives. Th us begins the process of “diff erential diagnosis,” which tends to 
implicate a number of common sources of diagnostic error. Th e explanation 
for the triad with which medical professionals are most accustomed is SBS. 
Other possibilities are less defi ned; they may be complicated, uncertain, and 
far less attractive than resorting to shaking. Th is scenario raises the problem 
of “multiple alternative bias,” where doctors “simplify” the diagnostic process 
“by reverting to a smaller subset” that is “familiar.”   42    Th e result is “inadequate 
consideration” of other alternatives.   43    

 In the typical scenario, a child abuse specialist, if not yet involved, is con-
sulted and becomes responsible for subsequent management of the case. An 
ophthalmologist is asked to look for retinal hemorrhages. A  radiologist is 
sought for a more expert opinion on a CT scan. Blood is oft en sent to the lab 
to test for disease or disorder, though bleeding specialists are not ordinarily 
called upon for input into what is causing blood on the brain. All of these 
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decisions suggest the possibility of “triage cuing,” which “results in patients 
being sent in particular directions, [cuing] their subsequent management.”   44    
Th e choice of which specialist to consult (or not) may well dictate the ulti-
mate diagnosis—hence the adage that “geography is destiny.”   45    

 Doctors commonly fi nd no alternative to shaking. In many cases, the 
dynamics in place suggest the operation of a powerful confi rmation bias, 
which psychologists explain as a “tendency to look for confi rming evidence 
to support a diagnosis rather than look for disconfi rming evidence to refute 
it, despite the latter oft en being more persuasive and defi nitive.”   46    Put diff er-
ently, “people selectively focus upon evidence that supports their beliefs or 
what they want to believe to be true, while ignoring evidence that serves to 
disconfi rm those ideas.”   47    

 In the clinical context, confi rmation bias is a main source of diagnostic 
error.   48    Th e doctors’ maxim that expresses this phenomenon is “you see what 
you look for, and you look for what you know.”   49    When multiple physicians 
are involved in a case, as happens with SBS, it is common for each doctor 
to “verbally confi rm a diagnosis or reinforce the initial diagnostic impres-
sion,” regardless of its accuracy.   50    (Th is same potential for bias inheres in the 
autopsy, since pathologists are told what the baby’s physicians concluded.) 
Th e drive to confi rm the original intuition may constrain the workings of the 
diff erential diagnosis:  the alternatives it includes; the specialists consulted; 
the tests required; the signifi cance attached to test results; the willingness to 
withhold judgment for a time; and whether uncertainty is deemed tolerable, 
or even acknowledged. In a “conspiracy of concurrence” known as group-
think, doctors may avoid voicing dissent.   51    

 Too soon, the diagnostic process is cut short. Th is “premature clo-
sure . . . account[s]  for a high proportion of missed diagnoses.”   52    Doctors 
are quickly certain: this is SBS. With few exceptions, once the investigation 
has concluded, doctors have little impetus to revisit the causal question.   53    
In a phenomenon known as “feedback sanction,” diagnostic errors are com-
pounded when they go undetected, or when the passage of time blunts the 
impact of their discovery.   54    Th e problem of “sunk costs” predicts that clini-
cians will cling to a diagnosis to preserve investments in “time and energy and, 
for some, ego.”   55    

 From start to fi nish, the prototypical process by which a triad of symp-
toms comes to be labeled SBS is vulnerable to biasing mechanisms. Of course, 
the recognition of doctor error as a factor contributing to the stream of SBS 
diagnoses can coexist with recognition of abuse as one potential cause of 
head trauma. However, the eff ects of cognitive dispositions to respond raises 
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real questions about the rigor of diff erential diagnosis in this realm, and thus 
about the reliability of the conclusion so oft en reached.  

    A Legal Perspective on Diff erential Diagnosis   

 In SBS cases, judges have been willing simply to accept doctors’ professed reli-
ance on diff erential diagnosis. Expert testimony that purports to rest on a 
proven methodology is thus admitted without analysis. Th is deferential treat-
ment is problematic, as is a complete judicial failure to probe whether diff er-
ential diagnosis is an apt justifi cation for the claim of external causation upon 
which SBS rests. In fact, it is not: reference to diff erential diagnosis not only 
obscures, but mischaracterizes, the methodological questions central to the 
conclusion that a baby was shaken.   56    

 Th ough the faulty description of SBS as a diff erential diagnosis has been 
uncritically adopted by criminal courts, this refl exive judicial stance is not inev-
itable. We see the alternative in the civil realm, where a far more sophisticated 
framework for evaluating experts’ methodological claims has developed. Most 
important, courts have been able to distinguish between the methodologies 
of “diff erential diagnosis” and “diff erential etiology.”   57    Th e diff erence is more 
than semantic, as it points to a key substantive diff erence between the two pro-
cesses: the former suggests a measure of validity, while the latter does not. 

 For one elaboration of this concept, consider a 2007 tort action called 
 Bowers v.  Norfolk Southern Corporation , which involved injuries sustained 
by a train operator who then sued the train company.   58    Th e plaintiff  off ered 
the testimony of Doctor Arthur Wardell, an orthopedist who opined, using a 
method of “diff erential diagnosis,” that the injuries at issue were caused by the 
vibrations of the locomotive. But the federal district court did not just adopt 
the doctor’s characterization of this methodology. Instead, upon examina-
tion, the court observed, “Dr. Wardell did not perform a ‘diff erential diagno-
sis’ on Plaintiff .”   59    

 Th e problem was not (or not primarily) related to technical inadequa-
cies in the diagnostic approach. Rather, a proper understanding of diff er-
ential diagnosis placed the doctor’s mode of reasoning outside its ambit. To 
reach this conclusion, the court relied on two medical dictionary defi nitions. 
According to the fi rst, diff erential diagnosis is “the determination of which 
one of two or more diseases or conditions a patient is suff ering from, by sys-
temically comparing and contrasting their clinical fi ndings.”   60    Per the second 
defi nition, diff erential diagnosis is “the determination of which of two or 
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more diseases with similar symptoms is the one from which the patient is 
suff ering, by a systematic comparison and contrast of the clinical fi ndings.”   61    
Both meanings demarcate the bounds of diff erential diagnosis: as a rule, it 
does not provide an adequate basis for establishing external causation. As the 
 Bowers  court emphasized, diff erential diagnosis “focus[es] on diagnosing the 
disease, not on determining the etiology or cause of the disease.”   62    

 According to the court—which cited for support the Federal Judicial 
Center’s Reference Manual on Scientifi c Evidence—diff erential etiol-
ogy, by contrast, involves “the investigation and reasoning that leads to the 
determination of external causation . . . by a process of elimination.”   63    Th is 
process demands the tools of science and justifi es its conclusions by refer-
ence to an adequate evidentiary basis. Th is level of rigor was missing from 
Doctor Wardell’s methodology, which resulted in identifi cation of the loco-
motive seat’s vibrations as the cause of the plaintiff ’s neck and back injuries. 
Diff erential diagnosis could perhaps establish degenerative disk disease as the 
likely cause of the plaintiff ’s pain, but that would be the extent of it. 

 Th e district court refused to rubber stamp the methodological label of 
“diff erential diagnosis,” excluding Doctor Wardell’s opinion from evidence.   64    
Th e U.S. Court of Appeals for the Eleventh Circuit affi  rmed, noting that the 
lower court’s analysis was “both thorough and careful.”   65    Confronted with 
diff erential etiology in the guise of diff erential diagnosis, other courts in civil 
cases have reached similar results.   66    

 Because it purports to locate an external source of a patient’s medical 
condition, diff erential etiology implicates validation concerns that are not 
typically raised by diff erential diagnosis. As the  Bowers  court emphasized, 
“the diff erential diagnosis method has an inherent reliability; the diff erential 
etiology method does not.”   67    In general, doctors have particular motivations 
to diagnose accurately. If a doctor misdiagnoses a patient’s  condition , serious 
health consequences, including death, may follow. Misdiagnoses can also lead 
to medical malpractice suits.   68    But mistakes regarding external causation are 
unlikely to result in either of these outcomes. (Th e  Bowers  court off ered these 
explanations for the reliability diff erential between the two methodologies.) 

 Th ere are other reasons to treat skeptically conclusions derived from dif-
ferential etiology, particularly in the medical context.   69    Rejecting an eff ort to 
characterize diff erential etiology as diff erential diagnosis, one court pointed 
to physician expertise as the key factor.   70    It was wrong to “confl ate[] a doctor’s 
expertise in diagnosis with a doctor’s expertise in etiology,” noted the court, 
adding, “[m] ost treating physicians have more training in and experience 
with diagnosis than etiology.”   71    
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 Even when physicians do think about etiology in the clinical setting, 
they do so in ways that tend to undermine arguments for admissibility.   72    
Causation in clinical practice refl ects what one court described as a “pre-
cautionary principle.” By way of explanation, the court off ered that, “[i] f a 
particular factor  might  cause a disease, and the factor is readily avoidable, 
why not advise the patient to avoid it? Such advice—telling a welder, say, to 
use a respirator—can do little harm, and might do a lot of good.”   73    Th is pre-
cautionary principle, however appropriate for the clinician, far from assures 
the reliability required of expert testimony. Th e “low threshold for making 
a decision serves well in the clinic but not in the courtroom,” warned the 
court, “where decision requires not just an educated hunch but at least a 
preponderance of the evidence.”   74    (In civil cases, the burden of proof is much 
lower than in the criminal context; and still expert testimony on causation 
is oft en excluded.) 

 For good reasons, then, when a doctor’s methodology is accurately clas-
sifi ed as diff erential etiology, many courts in civil cases have been extra cau-
tious about admitting the expert opinion.   75    Th is perspective on causation 
bears directly on SBS, which is a diagnosis of external causation: shaking (or 
abuse of some sort) caused these symptoms.   76    Whatever its ostensible label, a 
diagnosis of causation raises the very concerns underlying judicial reluctance 
to admit opinions based on diff erential etiology.   77    In civil cases, the presump-
tion of reliability that attends  true  diff erential diagnosis (when performed 
adequately) is oft en suspended when external causation is at issue. Th us far, 
this same judicial attitude has not applied when the triad leads doctors to con-
clude that a baby was shaken—in eff ect, that the baby’s condition was caused 
by a specifi c human act. But insisting that SBS entails “diff erential diagnosis” 
does not make it reliable. 

 Th e etiological foundations of SBS warrant greater scrutiny of expert claims, 
regardless of whether they are styled as diff erential diagnosis. In civil cases—
even those that stay within the framework of “diff erential diagnosis”—this 
cautious orientation is refl ected by rigorous judicial analysis of opinions on 
causation.   78    A developed, albeit inconsistent, body of law limits the admissi-
bility of testimony when it purports to identify a source of injury.   79    In contrast, 
criminal courts aff ord almost total deference to these same opinions when 
advanced by prosecution experts.   80    Given that testimony regarding the triad 
is functionally the same in kind as the expert opinions routinely excluded in 
civil cases (where, again, the burden of proof is lower), the automatic admis-
sion of this testimony in SBS cases is striking.   81    
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 Th ere are multiple barriers to the admission of causation testimony in civil 
cases. Here, courts demand proof of both general causation and specifi c cau-
sation   82   —what, in the parlance of diff erential diagnosis, might be called “rule 
in” and “rule out.” By distinguishing between general causation and specifi c 
causation and insisting that each be demonstrated, courts have developed 
a rather sophisticated framework for assessing the adequacy of a proff ered 
expert opinion. 

 Consider one court’s overview: 

 Th e process of diff erential diagnosis is undoubtedly important to the 
question of “specifi c causation.” If other possible causes of an injury 
cannot be ruled out, or at least the possibility of their contribution to 
causation minimized, then the “more likely than not” threshold for 
proving causation may not have been met. But, it is also important to 
recognize that a fundamental assumption underlying this method is 
that the fi nal, suspected “cause” remaining aft er this process of elimina-
tion must actually be capable of causing the injury. Th at is, the expert 
must “rule in” the suspected cause as well as “rule out” other possible 
causes. And, of course, expert opinion on this issue of “general causa-
tion” must be derived from scientifi cally valid methodology.   83      

 On the need to fi rst “rule in” in order to satisfy admissibility standards, 
expert testimony must establish that the cause in question  could  contribute 
to the result in question. To do this, judges have recognized the importance 
of identifying the specifi c casual mechanism at issue. As one court observed, 
“the underlying predicates of any cause-and-eff ect medical testimony are that 
medical science understands the physiological process by which a particular 
disease or syndrome develops.”   84    In this regard, both clinical experience   85    and 
case reports   86    may be insuffi  cient to demonstrate the causal mechanism with 
the requisite precision.   87    Where general causation has not been adequately 
proven, courts have excluded expert testimony that purports to rest on a pro-
cess of diff erential diagnosis.   88    

 In SBS cases, lurking questions involving general causation have gone 
unaddressed by courts. Even discounting the biomechanical research that 
challenges the validity of a triad-only diagnosis,   89    prosecution experts admit-
tedly don’t know  how  shaking causes the triad (physiologically), or whether 
impact or another “abusive” mechanism might instead be at issue. Th is level 
of knowledge falls short of what courts have generally required for admissibil-
ity in the civil realm. 
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 In similar fashion, experts’ inability to scientifi cally determine the force 
levels involved in SBS (or AHT) is somewhat analogous to problems of dos-
age arising in toxic tort actions.   90    Here, a high degree of precision is required 
before expert opinion on causation can be admitted. As one court remarked, 
“a fundamental tenet of toxicology is that the ‘dose makes the poison’ and that 
all chemical agents, including water, are harmful if consumed in large quan-
tities, while even the most toxic substances are harmless in minute quanti-
ties. . . . Th erefore, in determining whether plaintiff s’ exposure to PCBs could 
have caused any illness that they have, it is necessary to establish the dose/
response relationship between PCBs and those particular illnesses.”   91    

 Scientifi c understandings of the causal mechanism supposedly responsible 
for the triad have largely unraveled in recent years—hence the move from 
shaking-only to AHT. Th e new unknowns are refl ected in the testimony of 
prosecution experts who posit an array of options to explain the triad:  the 
baby was thrown on a bed, or banged on the fl oor, or shaken, or perhaps some 
combination. Testimony regarding the forces required to cause the triad is 
likewise unmoored from science. “A reasonable person would know that this 
kind of shaking could cause injury,” which is a common refrain, is not a sci-
entifi c standard. In civil litigation, it is unlikely that a court would allow this 
kind of expert testimony on causation. In SBS cases, courts have yet to fasten 
on defi ciencies in evidence of general causation. 

 When juxtaposed with admissibility requirements in tort actions, proof of 
specifi c causation in SBS prosecutions is also weak. Like “ruling in,” the “rul-
ing out” aspect of expert testimony is subjected to a rather stringent analysis 
in the civil context, where large amounts of money are oft en at stake.   92    Th ere 
are various facets to this more exacting review in civil actions. 

 First, courts are unwilling to defer to assertions that an expert eliminated 
reasonable possibilities other than the hypothesized cause. Whether the pro-
cess of foreclosing alternatives was adequate is for a judge to decide, not a 
doctor.   93    According to one court, “[a] n expert who supplies nothing but a 
bottom line supplies nothing of value to the judicial process.”   94    According to 
another court, “in evaluating the reliability of an opinion based on a diff eren-
tial diagnosis, courts look at the substance of the expert’s analysis, rather than 
just the label.”   95    Testimony is excluded if the quality of the diagnostic process 
is unacceptable.   96    

 Courts are even willing to question whether the method supposedly at 
issue was relied upon at all.   97    As one court noted, “simply claiming that an 
expert used the ‘diff erential diagnosis’ method is not some incantation that 
opens the  Daubert  gate to allow an expert’s opinions to be admitted at trial. 

06_9780199913633.indd   7906_9780199913633.indd   79 1/29/2014   1:08:13 PM1/29/2014   1:08:13 PM

© Oxford University Press 2014



8 0   •   f l a w e d  c o n v i c t i o n s

Indeed, it can easily amount to nothing more than medico-legal sophistry used 
in an attempt to avoid the Court’s reliability analysis.”   98    ( Daubert v. Merrell 
Dow Pharmaceuticals  is the U.S. Supreme Court case establishing the com-
monly accepted standard governing the admissibility of expert testimony.) 

 Before admitting an opinion based on a process of elimination, courts 
require a high level of methodological precision. An expert must “systemi-
cally and scientifi cally rul[e]  out specifi c causes until a fi nal, suspected cause 
remains.”   99    Where an expert “does not explain how or why he ruled out” 
alternatives, his opinion may be excluded.   100    An “analysis” is needed to satisfy 
the reliability standard.   101    Courts will not merely accept an expert’s summary 
conclusion—even one based on professional judgment   102   —that all causes but 
the cause left  standing were ruled out. 

 In many cases, it turns out that experts’ causal claims are based (explic-
itly or implicitly) on the chronology of events, oft en referred to as temporal 
order.   103    Judges in civil cases have been wary of this reasoning. Th ese reserva-
tions are illustrated by a product liability action against the manufacturer of 
herbal weight loss supplements, Metabolife, for causing serious injuries to its 
users.   104    In its discussion of reliability, the court was careful to identify what is 
widely known as the  post hoc ergo propter hoc  fallacy: 

 [P] roving a  temporal  relationship between taking Metabolife and the 
onset of symptoms does not establish a  causal  relationship. In other 
words, simply because a person takes drugs and then suff ers an injury 
does not show causation. Drawing such a conclusion from temporal 
relationships leads to the blunder of the  post hoc ergo propter hoc  fallacy. 

 Th e  post hoc ergo propter hoc  fallacy assumes causality from tempo-
ral sequence. It literally means, “aft er this, because of this.” It is called 
a fallacy because it makes an assumption based on the false inference 
that a temporal relationship proves a causal relationship.   105      

 Courts tend to guard against expert opinion that suff ers from the  post hoc 
ergo propter hoc  fallacy, particularly when medical science cannot explain “the 
physiological process by which a particular disease or syndrome develops.”   106    
Th is is true even when the doctor engaged in a delineated protocol for rul-
ing out possible causes of an injury. For instance, in an action alleging that a 
slip-and-fall injury led to hormonal damage and ultimately fi bromyalgia, the 
U.S. Court of Appeals for the Fift h Circuit rejected the expert’s methodol-
ogy as unsound and held it was properly subject to exclusion. Th e doctor, 
Mary Reyna, who was certifi ed in pain medicine, followed a “protocol” for 
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diagnosing fi bromyalgia that included taking a medical history, ruling out 
prior or subsequent causes of the condition, and performing or reviewing 
physical tests, which were all negative. Doctor Reyna then “deduced” that 
the plaintiff ’s fall was the only possible remaining cause of her illness.   107    

 Th e court was unimpressed. “Th is is not an exercise in scientifi c logic,” it 
observed, “but in the fallacy of  post-hoc ergo propter-hoc  reasoning, which is 
as unacceptable in science as in law. By the same ‘logic,’ Doctor Reyna could 
have concluded that if [the plaintiff ] had gone on a trip to Disney World and 
been jostled in a ride, that event could have contributed to the onset of fi bro-
myalgia.”   108    Absent a “specifi c train of medical evidence,” the court refused to 
accept the reliability of the diagnosis, despite the doctor having “ruled out” a 
number of possibilities. 

 In SBS prosecutions, this “specifi c train of medical evidence” is also 
missing—noticeably so, now that the medical establishment has moved away 
from shaking as the exclusive (or even an identifi able) causal mechanism.   109    
Notwithstanding this evidentiary defi cit, prosecution experts maintain that 
the triad could result only from abuse infl icted immediately before the baby’s 
collapse. With respect to alternative causes that were ruled out, rarely are doc-
tors called upon to describe their methodological choices, much less explain 
them to an inquiring judge. Th e expert testimony is admitted without regard 
to the universe of possibilities considered, how each was eliminated, what 
might still remain, and whether the chosen cause—be it shaking, or impact 
or, simply, abuse—rests adequately on a scientifi c foundation. Th is lax judi-
cial oversight of expert claims regarding the triad is even more notable when 
viewed in wider legal context. 

 Proponents of the diagnosis oft en remark (rightly of course) that sci-
entists are unable to test their hypotheses in SBS cases by shaking babies. 
But this cannot explain the disparity we see in the evidentiary treatment of 
causation testimony. For the civil realm, too, presents “situations of irreduc-
ible causal uncertainty.”   110    Judges have nevertheless been unreceptive to the 
notion that these situations call for less rigorous evidentiary standards.   111    It 
is true, as one court has suggested, that speculative hypotheses (which oft en 
result from “irreducible causal uncertainty”) serve a function in the medical 
realm, where “if the costs of action are low, doctors may want to act . . . with-
out further support.”   112    Even so, courts in civil cases have emphasized that 
inadequately supported opinions should be excluded from a trial.   113    As Judge 
Richard Posner, who is among the most infl uential jurists, once pronounced, 
“the courtroom is not the place for scientifi c guesswork, even of the inspired 
sort.”   114    
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 Sustained examination of causation evidence, the rule in civil cases, has 
not penetrated criminal court, where judges are faced seemingly unaware 
with comparable admissibility decisions. Th e diagnosis of SBS rests entirely 
on claims of causation, as do prosecutions based on the triad. Th e state’s 
experts continue to insist that the baby’s neurological symptoms must have 
resulted from some type of abuse. When these opinions are given a pass, the 
convictions that result are not secure.  

    Anatomy of a Missed Diagnosis   

 In a given SBS case, if the triad resulted from a factor other than abuse, then 
there has been no crime, and the defendant is necessarily innocent. Even with 
a diligent search, it will not always be possible to identify the cause of neuro-
logical impairment. A more practical problem is that, once a baby presents 
with a triad, medical investigations tend to fall short. In rare instances, an 
alternative cause becomes obvious, but usually too late. Expert certainty that 
attends the triad tends to stand in for thorough consideration of causes other 
than shaking. 

 How mistakes are made, and how they are unearthed, implicates both 
the likelihood of error in SBS diagnosis and the unlikelihood of discovery. 
We do not know how oft en preexisting conditions in a baby are overlooked, 
as occurred when Melonie Ware, the Georgia caregiver, was found guilty of 
murder. But a look at cases where missed diagnoses ultimately were identifi ed 
shows that we cannot rely on our adversary system of justice to forestall the 
conviction of innocents. 

    Julie Baumer   

 In 2005, Julie Baumer was found guilty of violently shaking her six-week-old 
nephew, Ben. Baumer, who worked as a mortgage loan offi  cer in a southeast 
Michigan town, had been caring for Ben since his birth. (Ben’s mother strug-
gled with drug addiction, and his biological father was not in the picture.) 
Upon her conviction for felony child abuse, Baumer was sentenced to ten to 
fi ft een years in prison.   115    

 Two years later, her appeal was denied.   116    Baumer’s claims and the reasons 
for their failure are typical of SBS appeals, as we will see. Th e primary chal-
lenge was to the suffi  ciency of the evidence. In particular, Baumer’s appellate 
lawyer emphasized the trial testimony of the defense expert, a pathologist, 
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who suggested that birth trauma might explain Ben’s collapse. Th e prosecu-
tion experts denied this was a possibility. In their view, the meaning of the 
triad was unambiguous.   117    Th is was enough to satisfy the standard of appellate 
review. Th e jury was entitled to credit the state’s experts, who unequivocally 
established Baumer’s guilt. Th e court concluded that “when the evidence is 
viewed in the light most favorable to the prosecution, suffi  cient circumstantial 
evidence was presented from which the jury could reasonably infer that defen-
dant knowingly or intentionally caused serious physical harm to the victim.”   118    

 Baumer further contended that her lawyer was ineff ective for failing to pur-
sue the defense of birth trauma, instead speculating that another family mem-
ber had caused Ben’s injuries. Th is rationale for a new trial was also rejected. 
Citing the “strong presumption that counsel’s performance constituted sound 
trial strategy,” even when it did not prove successful, the appeals court refused 
to “second-guess with the benefi t of hindsight” the defense lawyer’s decision 
not to argue that the baby’s brain was bleeding since birth. Her appeal denied, 
Baumer faced another eight to thirteen years of incarceration.   119    

 Many defendants, lacking the resources to fund a legal challenge, resign 
themselves to their fates when an appeal fails. Th ose in a position to do so may 
opt to attack their convictions collaterally. Baumer chose to fi le a petition for 
a writ of habeas corpus in federal district court, raising claims of ineff ective 
assistance of counsel, insuffi  ciency of the evidence, and actual innocence.   120    
Because she had not exhausted her available state-court remedies, however, 
the petition was dismissed on purely procedural grounds.   121    According to 
the court, Baumer was required to move for post-conviction relief under the 
applicable state statute authorizing such claims. Upon a denial of her motion, 
Baumer would need to appeal fi rst to the Michigan Court of Appeals, and 
then to the Michigan Supreme Court before she could refi le her federal 
habeas petition.   122    While she served her time in prison, Baumer’s case would 
have to run its course in state court. 

 She had by now secured new legal representation. Baumer’s lead defense 
attorney was the county prosecutor when charges against her were initi-
ated.   123    (Because he never dealt directly with the case as a prosecutor, and 
the trial was held aft er he left  offi  ce, he was permitted to represent Baumer.) 
In August 2009, four years aft er she was convicted, a three-day evidentiary 
hearing was held before the trial judge that sentenced her. Later that fall, the 
judge vacated Baumer’s conviction based on the ineff ective assistance of her 
trial lawyer.   124    

 According to the court, defense counsel’s retention of a single expert to 
testify at trial was not enough to meet the minimal standard of competent 
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representation. Th e expert, a pediatric forensic pathologist, by her own admis-
sion was unqualifi ed to interpret the key radiological evidence. “Th ere was no 
strategic reason for defense counsel’s failure to investigate and hire”  the right  
expert—in this case, a radiologist—wrote the court. Because the lawyer’s fail-
ure to do so “was based solely on fi nancial concerns,” his performance was 
legally defi cient.   125    

 What made the lawyer’s failings worse, according to the judge, was that—
despite appearances to the contrary at trial—Baumer had a valid medical 
defense. Ben suff ered from venous sinus thrombosis (VST), a condition 
in which a blood clot forms in the sinuses that drain   blood from the brain, 
which led to the neurological symptoms that doctors mistook for SBS. 
Th ree defense experts testifi ed at the post-conviction hearing that VST was a 
missed diagnosis, and that Ben was not abused. In the opinion setting aside 
Baumer’s conviction, the trial judge stressed the shared opinion of the defense 
experts: Ben’s radiology reports did not indicate any traumatic injury; rather, 
the bleeding and retinal hemorrhaging was “clearly and solely due to VST.”   126    

 Th e court recognized that medical testimony was the essence of the state’s 
case against Baumer, and that the prosecution doctors relied upon CT/MRI 
scans to diagnosis abuse. Given this, a competing interpretation of the radio-
logical evidence would have been critical to a trial defense. Because there was 
a “reasonable probability that but for counsel’s error,” Baumer would have 
been acquitted, the court determined that she suff ered actual prejudice war-
ranting a grant of post-conviction relief. Baumer was conditionally released 
from prison while the state appealed the ruling. 

 Since the evidence that Ben had suff ered a childhood stroke was enough 
to induce a judge to vacate Baumer’s conviction, her new lawyer, the former 
prosecutor, expressed hope that the same proof would persuade the County 
Attorney not to retry the case. “We think the evidence is overwhelming in 
favor of her innocence,” he remarked.   127    But aft er the Michigan Supreme 
Court declined to hear its appeal, the state chose to proceed once again. 

 Th e second trial lasted over three weeks. Th e prosecution presented fi ve 
experts—three who read the radiology reports, and two who treated Ben—
and the defense off ered six.   128    Th is time, the SBS triad was not enough to con-
vict. “Th ere was absolute reasonable doubt,” said the foreperson. “We had two 
sets of experts with two diff erent opinions. Who do you believe? We had to 
set that aside and say, ‘Is Julie responsible for this?’ And the answer is ‘no.’ ”   129    

 Baumer spent four years in prison. But she was fortunate to have hap-
pened upon lawyers, students at the University of Michigan Law School’s 
Innocence Clinic, and doctors willing to donate their time to exonerate her. 
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Few defendants have the resources to aff ord Baumer’s defense—which would 
have cost more than $150,000 in fees, were it not for the pro bono eff orts of 
her dedicated team.   130    

 When the case ended, there were those who continued to believe that the 
triad proved guilt:  prosecutors, their experts, Ben’s adoptive family.   131    For 
the trial judge and for a jury, the radiology scans used to diagnose SBS were 
in fact powerful evidence of a natural disease process—one that the state’s 
doctors completely failed to detect. According to one of the defense neuro-
radiologists, Doctor Michael K., “while this condition has been recognized 
for decades, it is a diffi  cult diagnosis that is oft en missed, particularly on CT 
scan.”   132    In Ben’s case, doctors should have ordered a prompt MRI scan of 
the venous sinuses, suggested Doctor K. But even with “good imaging, this 
diagnosis may still be missed.”   133    

 Like other “mimics” of abuse, VST provides jurors with an alternative 
cause of the three symptoms that, according to the state, have their origin 
in shaking alone. But it is diffi  cult for a defendant to unearth this condition. 
More oft en, the presumptive diagnosis of SBS is presented as the only real 
possibility. When the state’s doctors default to abuse if presented with the 
triad, or when the defense fails to hire experts qualifi ed to review the imaging 
(or other relevant tests, for that matter), an innocent explanation may well 
go uncovered. About VST, Baumer’s lawyer remarked aft er the acquittal, “If 
you’re not looking for it, you won’t see it.”   134     

    Drayton Witt   

 In 2002, just convicted by a jury of shaking his four-month-old son Steven 
to death, Drayton Witt addressed the court for the fi rst time. “Your Honor, 
[I would] like to introduce myself, fi rst off . To everybody in the courtroom, 
I am the defendant. But to people that know myself, I am Drayton Shawn. 
I know you get a lot of people in front of you daily saying I am sorry, asking 
for mercy. I am diff erent. I am not sorry, for I didn’t do no wrong. But I am up 
here to tell you how much my son meant to me.”   135    

 Aft er hearing from Witt, the judge was ready to pronounce sentence. “I 
did preside at the trial. I would say the expert testimony was overwhelming 
that this was not the result of any illness and anyone who sat in this court-
room for those two weeks, listened to those individuals, would be likewise 
convinced.”   136    

 Yet those who sat in the courtroom during Witt’s trial, however convinced, 
were not privy to important medical evidence. Despite “overwhelming” 
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expert testimony that “this was not the result of illness,” in fact the baby’s 
death was quite likely the result of illness. But this would only become appar-
ent a decade later. Without any reason to believe that Witt’s conviction would 
ultimately be vacated, the judge sentenced the defendant to twenty years in 
prison. 

 In 2012, Witt’s new lawyers at the Arizona Justice Project contacted Doctor 
A. L. M., the forensic pathologist who conducted Steven’s autopsy, and asked 
that he review the case.   137    Aft er doing so, Doctor M. made an extraordinary 
proclamation: “I have determined that I cannot stand by my previous conclu-
sion and trial testimony that Steven’s death was a homicide. . . . If I  were to 
testify today, I would state that I believe Steven’s death was likely the result of 
a natural disease process, not SBS.”   138    

 In his sworn declaration submitted on behalf of Witt, Doctor M. explained 
why, a decade before, he ruled Steven’s death a homicide: 

 By the time of the autopsy, I was notifi ed that physicians at Phoenix 
Children’s Hospital suspected that Steven Witt had been a victim of 
child abuse and, more specifi cally, Shaken Baby Syndrome (SBS). I did 
not fi nd any outward signs of abuse (or violent impact) on Steven’s 
body, but, during this autopsy, I observed that Steven Witt had retinal 
hemorrhages and optic nerve sheath hemorrhages (bleeding within 
the eyes and around the optic nerve), subdural hemorrhage (bleeding 
in the subdural area overlying the brain), and cerebral edema (brain 
swelling). Based upon these observations during the autopsy and the 
consensus of medical and scientifi c research and knowledge known to 
me at the time, I concluded that Steven died from SBS.   139      

 At Witt’s 2002 trial, Doctor M.  testifi ed for the prosecution in a man-
ner consistent with these autopsy fi ndings. He was now disavowing this testi-
mony. In explaining his turnaround, Doctor M. stated under oath that, since 
Witt’s trial, there had been “signifi cant developments in the medical commu-
nity’s understanding of SBS, most of which serve to undermine the reliabil-
ity of the SBS diagnosis.” Many conditions, he added, could create the “very 
symptoms and injuries once thought to be nearly exclusively attributable to 
SBS.” New perspectives on the triad cast doubt on the version of the diagnosis 
that convicted Witt of murder.   140    

 As Doctor M.  also observed, the baby had a “complicated medical his-
tory, including unexplained neurological problems.” In his view, these prob-
lems were overlooked clues to what happened to Steven.   141    Other experts, 

06_9780199913633.indd   8606_9780199913633.indd   86 1/29/2014   1:08:13 PM1/29/2014   1:08:13 PM

© Oxford University Press 2014



 Missed Diagnosis     •     8 7

reviewing Witt’s fi le at the request of his lawyers years aft er he was con-
victed, thought the same. One of these doctors was Doctor A.  Norman 
Guthkelch, the author of the 1971 paper, “Infantile Subdural Hematoma and 
Its Relationship to Whiplash Injuries,” among the fi rst studies to advance the 
hypothesis that would later become SBS. Doctor Guthkelch, in a sworn affi  -
davit fi led on behalf of Witt,   142    criticized the assumption underlying the clas-
sic diagnosis—namely, that the triad meant that a baby had been shaken. As 
Doctor Guthkelch remarked, there was “not a vestige of proof when the name 
[SBS] developed that shaking alone causes the triad—subdural hematoma, 
retinal hemorrhages, and brain swelling. . . . In fact, it is likely that many other 
things besides shaking can cause the triad.” Doctor Guthkelch concluded, a 
“diagnosis of non-accidental death, such as ‘shaken baby syndrome,’ is not jus-
tifi ed when the only evidence of abuse available is the triad.”   143    

 Steven’s SBS diagnosis exemplifi ed the danger of equating the triad and 
abuse. Th e case demanded a far “more thorough review” than was given.   144    
Indeed, Doctor Guthkelch cited a host of “confounding factors” arising dur-
ing the baby’s short life that might have contributed to his death:  several 
attacks of persistent seizures (one requiring a six-day hospitalization at the 
same children’s hospital where doctors would only a month later diagnose 
SBS); a fl awed intubation in which the tube was misplaced into the esopha-
gus, depriving the baby of oxygen; a recent infection; a possible metabolic 
disorder; and severe dehydration.   145    When asked in a deposition whether 
there was enough evidence to say that Steven was abused, Doctor Guthkelch 
responded with an unqualifi ed “No.”   146    Five other doctors reached a similar 
conclusion: this was a death from natural causes.   147    In the experts’ opinion, 
Steven probably died from venous thrombosis.   148    

 Based on this new evidence, Witt’s lawyers petitioned in early 2012 for a 
new trial. Under state procedural rules, a defendant is entitled to relief when 
newly discovered evidence would probably have changed the verdict. Here, 
Witt’s attorneys argued that there was a “signifi cant shift  in medical opinion” 
regarding the cause of Steven’s death, and an evolution in SBS generally. Witt’s 
conviction rested on medical testimony that could “be demonstrated to be, 
in material respects, false and in other respects subject to a fi erce medical and 
scientifi c debate.” With the new evidence before it, a jury might well view Witt 
as innocent—or, at the very least, possess reasonable doubt about his guilt.   149    

 For months before their baby’s death, Witt and Steven’s mother, Maria, 
sought medical explanations and treatment for Steven’s obvious neurologi-
cal problems. Aft er his six-day stint at the children’s hospital, the infant was 
released without an explanation for his continuing seizures. Steven’s health 
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continued to prompt concern and calls by Maria to the hospital emergency 
room and to the family pediatrician, who noted the possibility of a sepsis 
infection in the wake of the baby’s recent hospitalization. Maria repeatedly 
asked the pediatrician for a referral to a pediatric neurologist who was cov-
ered by her insurance, to no avail. In the weeks before his death, Steven was 
feverish and experienced frequent bouts of vomiting.   150    

 One night, Witt became worried that his baby was deteriorating. He 
drove to the restaurant where Maria was working and the two brought Steven 
to the hospital. On the way, Steven had another major seizure. Aft er a failed 
eff ort to insert a tube in the trachea, the infant’s heart stopped beating. Before 
his transfer back to the hospital where he had been admitted for recurring 
seizures the month before, Steven became severely dehydrated. On top of car-
diopulmonary arrest, he was diagnosed with possible sepsis.   151    

 Upon his arrival at the hospital, however, doctors became fi xated on a 
diagnosis of SBS. Within about an hour, according to the trial testimony of 
Doctor Patricia T., the pediatric critical care doctor, she discovered bilateral 
retinal hemorrhages.   152    At this point, she explained, “I suspected and would 
be concerned that there was a head injury.” Asked by the prosecutor, “what 
would that be,” Doctor T.  answered, “Th e entity called shaken baby syn-
drome. He came in with really a catastrophic, unexplained event with little 
history to support it, quit breathing, and then retinal hemorrhages. And it 
was really the only fi nding of signifi cance that I could fi nd on Steven.”   153    

 Doctor T. proceeded to order a CT scan, which showed subdural hygroma 
(pooling of cerebrospinal fl uid into the subdural region), subdural bleeding, 
and cerebral edema, all of which confi rmed for Doctor T., “it’s a traumatic 
injury.” Soon aft er, child protective services, the police, and the hospital’s child 
abuse specialist were notifi ed. Th e case followed the standard course, with 
doctors along the way confi rming the early suspicion of SBS. Even Steven’s 
documented medical history did not disrupt the conventional diagnostic 
approach to the triad. Th e hospital’s neurologist who had treated Steven dur-
ing his hospitalization the month before was never consulted. Steven died the 
next day.   154    

 Present during the autopsy were a child abuse pediatrician and a police 
detective.   155    No attention was given, it seems, to what experts would later 
identify as a thrombosed [clotted] vein in one of the autopsy photographs.   156    
Upon the classifi cation of Steven’s death as a homicide, Witt was charged 
with fi rst-degree murder. 

 Th e state’s proof of guilt was the routine testimony of doctors regarding 
the defi nitive meaning of the triad. Steven’s injuries were caused by whiplash 
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forces as powerful as the forces generated by high-speed motor vehicle acci-
dents. As a result of this violent shaking, bridging veins tore and caused 
immediate neurological collapse. Apart from shaking, only a “severe head-on 
car accident” could bring about this type of retinal hemorrhage, which was 
described as “large globules of blood with sharp edges and acute looking 
bright red.” In short, as told by the state’s fi ve doctors, Steven’s injuries were 
caused by violent shaking that could only have occurred while he was in his 
father’s care. Th e baby’s diffi  cult birth, his persistent and unexplained sei-
zures, his past fevers and infection, all of which were documented, were not 
relevant to his fi nal collapse. Doctors were certain that SBS was the correct 
diagnosis. At trial, Witt’s only expert was a forensic pathologist who, without 
really undermining the state’s testimony regarding SBS, suggested that Steven 
had probably died of dehydration.   157    

 Witt’s conviction was cast in doubt only aft er he had served a decade in 
prison, when eff ective expert review of Steven’s medical records uncovered 
fundamental weaknesses in the evidence against Witt—the very evidence 
that once seemed “overwhelming,” in the words of the sentencing judge. 
Unlike when Witt was tried, his lawyers were able to identify a plausible alter-
native cause of the baby’s death. Its experts were of the collective view that 
Steven died from an ongoing disease process, one that may have led to venous 
thrombosis.   158    

 An explanation for the baby’s death was not all that was new since the 
trial. As Witt’s lawyers emphasized in their new trial motion, establishment 
consensus had shift ed regarding the mechanics of SBS, its “mimics,” and its 
unknowns.   159    With the benefi t of time, it was clear that many of the opinions 
of the state’s experts were weakly supported; others were wrong. 

 Th e state did not fi le a response to Witt’s petition for post-conviction 
relief, and in the spring of 2012, Witt was released from prison.   160    Maricopa 
County Attorney Bill Montgomery initially promised to retry Witt, explain-
ing that his offi  ce continued to believe Witt was guilty. (Th is is the case where 
the prosecutor explained, “Obviously we believed it the fi rst time around.”   161   ) 
Th ough the diagnosis used to prove guilt at the time of Witt’s conviction had 
been revised substantially, Montgomery commented, “I think we’re still look-
ing at cases where children were injured.” But, he acknowledged, “how we 
prove that may change.”   162    

 In court, guilt is proven with evidence—in SBS prosecutions, medical 
evidence. Regardless of what prosecutors (or doctors) may happen to  believe  
about the meaning of the triad, any “change” in how guilt is established 
depends on the continued willingness of experts to testify to the requisite 
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degree of certainty about its diagnostic worth in a particular case. Faced with 
this reality, it is understandable that the Maricopa County Attorney later 
moved to dismiss all charges against Witt.   163    Whatever prosecutors may have 
believed, they could not prove Witt’s guilt.  

    Abigail Tiscareno   

 Abigail Tiscareno’s fi rst trial, in 2004, was much like those of others whose 
prosecutions rest on the triad.   164    When one-year-old Nathan was left  at 
Tiscareno’s Park City, Utah, day care that morning, he appeared to be healthy. 
Just hours later, Tiscareno called 911 to report that the baby was having trou-
ble breathing. Nathan survived but suff ered permanent brain damage, and 
Tiscareno was charged with felony child abuse.   165    

 At her trial by jury, prosecution experts testifi ed that the injury to Nathan’s 
brain was so severe that it would necessarily have been infl icted immediately 
before the child collapsed. As one doctor explained, “he would have been 
severely injured and it’s just not consistent that he would have done anything 
aft er the injury occurred.”   166    Because Tiscareno was with Nathan when he fell 
unconscious, she was deemed guilty. 

 Although a CT scan showed two colors of blood, raising the prospect of 
older bleeding in Nathan’s brain, the prosecution witnesses dismissed this 
possibility. Th e child abuse specialist who directed the hospital’s child abuse 
program, Doctor Lori F., testifi ed that “there was no evidence that I could 
determine in consulting with all of the other physicians that there was a pre-
existing chronic bleed in Nathan’s head so that it was all very acute or all very, 
very fresh.” Doctor Marion W., the neurosurgeon, stressed that “there was no 
old blood at all that we could see. Everything we saw was fresh.”   167    

 In addition to the medical evidence, the prosecutor introduced Tiscareno’s 
account to police investigators. Th e caregiver described fi nding Nathan in 
his crib in a semiconscious state, gasping for air. She attempted to rouse him 
by calling his name, twice, and jostling him back and forth. Th is was pre-
sented as her confession to the abuse. At trial, Tiscareno maintained that she 
never shook Nathan other than in the course of revival eff orts. But, as is typi-
cal, she could provide no satisfactory explanation for the baby’s neurological 
symptoms.   168    

 In contrast, the prosecution experts off ered certainty:  Nathan’s inju-
ries were acute. Admittedly, parts of the hematoma evidenced by CT scan 
and later removed from his brain were suggestive of old bleeding. But a clot 
was sent to pathology and, according to the uncontroverted testimony of 
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prosecution doctors, the results of this microscopic analysis confi rmed that 
the bleeding was entirely new.   169    

 In closing argument, the prosecutor emphasized the doctors’ insistence 
that “this injury could not have occurred at any other time but in the morn-
ing,” when Nathan was in Tiscareno’s care. Discounting a defense expert’s tes-
timony that the baby’s brain may already have been bleeding when he was 
left  with the caregiver, the prosecutor remarked, “Doctor [W.], the man who 
opened up Nathan’s skull and looked inside . . . would have a fi rsthand account 
of whether or not there’s new or old blood.” Th ere was no old blood, the pros-
ecutor maintained.   170    

 Tiscareno was convicted. A  mother of three school-aged children, she 
faced fi ft een years in prison when her new team of lawyers discovered a 
pathology report that had never been disclosed to the defense.   171    Th e report, 
which was inexplicably missing from the medical records provided by the 
state, revealed that the hematoma found in Nathan’s brain—the one that had 
been sent to the laboratory for pathological analysis—in fact contained old 
bleeding. Microscopic testing showed that the chronic subdural hematoma 
observed on the CT scan (then denied by the doctors who testifi ed against 
Tiscareno) was indeed real. Th ere was old blood.   172    

 Th is report had just been found when the trial judge granted the defense 
motion for a new trial, on unrelated grounds. (Th e jury had been improperly 
instructed.) Despite the emergence of a central fact that directly contradicted 
its experts’ repeated assurances, and upon which the caregiver’s conviction 
rested, the prosecution nonetheless decided to try the caregiver a second 
time. Th is time, there was no denying that Nathan’s brain was bleeding before 
he was placed in Tiscareno’s care on the day in question. But the state’s doc-
tors still were certain that the baby had been shaken immediately before he 
collapsed. Now that the presence of old bleeding was a given, the experts min-
imized its diagnostic signifi cance. Th e chronic subdural was a nonfactor, its 
origins unknown and its import negated by the newer blood.   173    

 At Tiscareno’s second trial, Doctor Lori F., the child abuse specialist, 
adhered to the position that Nathan must have been abused on the defen-
dant’s watch. “[A] t the time that he was normal,” she explained, “he couldn’t 
have been injured this severely.” Th e “confi guration of retinal hemorrhages” 
excluded all non-traumatic possibilities. And because of Nathan’s “severe neu-
rological deterioration, severe edema, massive hemorrhage,” this was neces-
sarily “a new injury.” Asked whether there was “anything in your evaluation 
of Nathan, including all of the tests you—that you reviewed, the doctors you 
consulted with, your experience, to suggest that this was—that his injuries 
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were a result of signifi cant trauma, a lucid interval, and then some kind of 
spontaneous reoccurrence of bleeding,” Doctor F. answered simply, “no.” She 
later added that it was “the degree of seriousness and amount of trauma that’s 
reported at surgery and the amount of brain injury that he suff ered at that 
moment that caused me to make the diagnosis that he was quickly symptom-
atic. His injury was so severe as to be as close to fatal as you can get.”   174    

 Because of the presence of old blood, now conceded, there could be no 
question that Nathan experienced an interval of lucidity while his brain bled. 
But Doctor F. nevertheless insisted that new bleeding was what caused Nathan 
to collapse, and that  it  (the new bleeding) was inconsistent with a period of 
consciousness. On cross-examination, defense counsel pressed Doctor F. on 
her underlying reasoning, which proved rather circular. 

  Q:     So the fact that there are disrupted or broken axons is the reason that the 
person is immediately symptomatic?  

  A:     Right.  
  Q:     What evidence, I  want you to tell me everything that you rely on that 

shows that Nathan [] had axons that were disrupted or broken?  
  A:     We only have clinical evidence. Th e acute traumatic unconsciousness that 

he experienced.  
  Q:     He was unconscious?  
  A:     He was unconscious. We don’t have histologic [microscopic] data. We 

have brain edema, which shows that there’s damage.  
  Q:     Swelling. What else?  
  A:     Th ose are the main reasons.   175       

 Doctor F. conceded that chronic subdural hematomas can re-bleed spon-
taneously, but declared that this had not occurred with Nathan. Chronic sub-
durals, she explained, “don’t generally cause traumatic unconsciousness. Th e 
symptoms are much more indolent. Th ey progress much more slowly, you get 
an idea that the kid is becoming more irritable, slowly becoming more lethar-
gic or they may just have no symptoms at all.” While acknowledging that the 
re-bleeding of a chronic subdural can be asymptomatic, Doctor F. neverthe-
less remained confi dent that Nathan’s new hemorrhaging was fully unrelated 
to the old. Because he was a healthy child with no indications of neurologi-
cal impairment—no irritability, no lethargy, no vomiting, no lack of appetite, 
no fever—it could not have been the case that Nathan was experiencing the 
re-bleeding of a chronic subdural. Doctor F.’s understanding in this regard came 
from the baby’s father, who reported that Nathan had been “fi ne all week.”   176    
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 Defense counsel probed further: 

  Q:     So in making that diagnosis, you are relying on the accuracy of what he 
tells you?  

  A:     Yes.  
  Q:     You didn’t talk to anyone else?  
  A:     No.  
  Q:     In front of you is a book of exhibits. . . . Do you see that book?  
  A:     Th is one?  
  Q:     Yes.  
  A:     Okay.  
  Q:     Let me represent to you that the tabs one, two, four—one, two, and four 

are Nathan’s medical records prior to the time he was admitted to the 
[hospital]. . . . Have you reviewed those?  

  A:     No.  
  Q:     Never seen them?  
  A:     Not from his pediatrician, no.  
  Q:     So in making the diagnosis as to what happens to Nathan and telling the 

police investigators . . . what occurred, you didn’t think it was important to 
review his pediatric records?  

  A:     No.   177       

 Doctor F. admitted that, within hours of fi rst seeing Nathan, she told the 
police that Nathan had been severely shaken and that he would have lost con-
sciousness immediately thereaft er. She well understood the signifi cance of 
this diagnosis for law enforcement purposes. As she testifi ed: 

  Q:     You created a time line for the offi  cers, correct?  
  A:     Correct.  
  Q:     As to [how] this abuse could have occurred?  
  A:     Yes.  
  Q:     And it wasn’t a time line as to this is what I think it probably is, you said it 

was impossible for it to have occurred any time outside of your time line, 
agreed?  

  A:     It was based on symptoms, yes.  
  Q:     Not asking you—I’m just asking you, that’s what you conveyed to the 

offi  cers?  
  A:     Th at’s correct.  
    . . .  
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    Q:     At the time you told them that, you had a CT scan which had been read by 
a neuroradiologist as indicating that Nathan had an acute subdural super-
imposed upon a chronic subdural, agreed?  

  A:     Uh-huh.   178       

 Doctor F. was sure that Nathan’s bleeding was caused by recent shaking—
so sure that she proceeded despite CT scan evidence to the contrary. At the 
very least, ambiguity surrounding the scan would seem to have suggested the 
need for agnosticism regarding the cause of the baby’s symptoms, particularly 
since a pathologist would soon be examining the tissue on a microscopic level. 
But the same certainty that would later allow Doctor F. to reject the relevance 
of the old bleeding might explain why she declined to reserve judgment pend-
ing review of the pathology fi nding. 

  Q:     It didn’t occur to you to even inquire, to go, well, goll, we’ve got the CT 
scan that says it’s a chronic . . . what [is] the pathology report [] going 
to say?  

  A:     I didn’t know a piece of tissue had been sent to pathology. It would depend 
on the neurosurgeon to do that.  

  Q:     I didn’t ask you if you knew this had been sent. I asked you if you knew 
that it’s an important piece of the puzzle.  

  A:     It is important.  
  Q:     And yet you narrow this time line and sent everyone on their way and 

said it can only be at this time frame without ever getting that pathology 
report?  

  A:     Yes.  
  Q:     Not only did you not get it that day . . . or that month, you never got it?  
  A:     Th at’s correct.   179       

 Even when she did read the report and learned that there was old bleeding, 
Doctor F. held steadfast to her belief in the correctness of her original conclu-
sion. She admitted as much in her testimony at the second trial. When asked 
“in terms of the time line as to who could have perpetrated this, in your mind, 
that is an absolute; nothing is going to change that?” Doctor F. responded, 
“In this scenario, nothing [is] going to change my mind.” Queried, “that’s an 
absolute,” she answered, “yes, that’s an absolute, yes.”   180    

 Th is time around, though, a trial judge acquitted.   181    Defense experts 
had successfully challenged the notion that the old bleeding was irrelevant 
to Nathan’s condition. In their estimation, Nathan was likely experiencing 
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a protracted neurological decline.   182    Th e judge also heard about the limita-
tions of CT fi ndings, both for establishing a time frame for bleeding and for 
identifying its origins.   183    No single, defi nitive explanation for Nathan’s condi-
tion was provided by the defendant. But the prosecutor could not overcome 
evidence that the baby’s brain was already bleeding when he was delivered to 
Tiscareno. 

 Many other prosecutions involving unexplained chronic bleeding (and 
caregivers with equally impeccable records) have resulted in convictions. Th is 
mother was returned to her children. 

 Of her eighteen-month ordeal, which included the contemplation of fi f-
teen years in prison, Tiscareno says, “I no longer had a life. I just wanted to be 
with my kids and my husband and pray it would be over.”   184    She recounts how 
her children were mocked at school and her family’s savings were spent on her 
defense. She describes her own public humiliation and the loss of a career in 
child care. And she grieves for Nathan’s diminished existence. As Tiscareno’s 
husband, Guillermo, tells it, “now everything is gone. I don’t care about the 
money. Th ank God I have hands to work. Maybe someday we can recover, 
I don’t know. But they threw my wife’s reputation out the window. It’s going 
to be hard.”   185    

 Th is is the relatively happy ending.       
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tected. Failure to look beyond the simplistic and 

increasingly umenablc shaking hypothesis risks 

incalculable damage by wrongfully removing 
children from loving parents or incarcerating in

nocent people. Further, by focusing on shaking or 
inflicted trauma to the exclusion of accidental and 

natural causes, we are almost certainly missing 

opportunities to save babies through prevention, 

early diagnosis and treatment. 
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define the nature and extem of such abuse is a 

relatively recent phenomenon.' Whereas abuse 
may rake many forms, the majority do nor cause 

death, e.g. psychological or sexual abuse, but 

infliction of injury ro the central nervous system 
(CNS) is among the most lethal; about two-thirds 

of child abuse victims who die do so because of 

CNS trauma.2 

Clinical and pathological studies have document· 

ed three features associated with CNS trauma 
that occur so frequently they arc common ly 

referred to as 'the triad', specifically. subdural 

haemorrhage (SDH), retinal haemorrhage (RH), 

and encephalopathy. 

This triad is found in infanrs who may/may 
not exhibit ocher injuries, such as bruising and/ 
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or fr:tctures. Pathogenesis of the triad has been 
ascribed to severe acceleration- deceleration forces 
consequent to shaking, plus or minus impact. 

An enormous body of evidence based upon 
peer-reviewed studies has established the high 
frequency of association between the triad and 
shaken impact syndrome, with the caveat that 
this triad may not be pathognomonic for inAicted 
trauma.3 Specifically, one or more componems 
may signal a naturally occurring disease, includ
ing among others, a variety of haem:ttological / 
coagulopathic disorders, rare metabolic diseases, 
vascular malformations, etc. 

Routine diagnostic evaluation of infants who 
present with one or more features of the triad 
therefore includes a search for one of the known 
diagnostic possibil ities in the context of history 
and ancillary investigations.~.s 

Those who challenge the triad as a sentinel of pos
sible nonaccidentaltr:tuma have advanced alterna
tive disease St:ttes to explain its occurrence. Their 
list includes hypoxia-ischemia. binh injury, exces
sive coughing/vomiting, infections, vaccinations 
and venous thromboses.< lt is of note that these 
alternative suggestions purporting to account for 
the features of the triad have been extant for :1 

relatively short time, first appearing in 2003.6 

This was a publication by Geddes et al, who theo
rised that pathogenesis of SOH and retinal h:tcm
orrhage was hypoxia-ischemia and nor trauma. 
The study upon which this extraordi nary claim 
was based was severely flawed, including, for ex
ample, no cl inical or pathological examination of 
the eyes; two years larer it was retracted by Ged
des, bur by char time, rhe evil genie had escaped 
Pandora's box, repercussions of which have been 
far-ranging. A considerable literature has since 
accumulated with contributions both from Ged
des's supporters (even after her retract ion) and a 
host of challcngers.7 Of primary importance is 
the fact that, to dare. no reliable evidence base 
supporting a pathogenetic relationship berween 
hypox ia-ischemia and subdural bleeding or reti
nal haemorrhages has been fort hcoming. 

Also lacking is evidence-based literature support
ing the assertion that late consequences of 'birth 

injury' may be mistaken for nonaccidental head 
trauma. Experienced paediatric pathologists have 
documented falcine and small SOH in perinates 
dying of problems unrelated ro the CNS, e.g. 
congenital anomalies, infections etc., and recent 
radiological studies have confirmed these obser
vations.s The majority of the haemorrhages have 
resolved by one monrh of age, and if the infant 
comes to postmortem after a momh or more, a 
delicate avascular membrane is sometimes found. 
The assertion that it is highly vasculariscd and 
may bleed spontaneously or consequent to minor 
trauma has no documented factual base. 

It is also well established that retinal haemor
rhages occur peripartum and these, too, disappear 
by four weeks of age.9 

The claim that venous thromboses cause the 
triad is blatantly false. Although intracerebral 
haemorrhages arc common, no standard texts of 
radiology or pathology document association of 
thromboses with SOH, although it is conceivable 
that small posterior pole retinal haemorrhages 
may result from increased intracranial pressure.9 

Although subdural effusions and retinal haem
orrhages are sometimes fou nd in infants with 
bacterial meningitis, SOHs a.re exceptionally rare, 
even if the agent is haemolytic 'srrep'. The retinal 
haemorrhages arc basically caused by increased 
intracran ial pressure and distinguishable by an 
experienced ophthalmologist from those conse
quent to trauma.~ 

Assertions chat vaccinations or excessive cough
ing/vom iting cause subdural and retinal haem
orrhages are clearly ludicrous. There is, in fact, 
strong evidence to the contrary concerning 
coughing/ vomiting.10•12 Surridge et al.10 studied 
72 patients who required intensive care because 
of pertussis, 97% of whom were less chan 12 
months of age, and reported CNS complications 
to include seizures and encephalopathy; three 
patients died. They found neither SOH nor RH 
clinically or pathologically. 

A companion study by Cherryl1 of children with 
severe croup with/without pneumonia (includ
ing some with diphtheria) made no mention of 
SOH/ RH as a complication in severely affected 
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patients. Similarly, Fitzpatrick ct al., who studied 
a group of chi ldren with cyclical vomiting syn
drome, found none with complicating SDH/RH.12 

The scientific base for shaken impact syndrome 
has accumul:ued over a period of ar least 150 
years, although sporadic writings of physicians, 
anatomists and writers commenting about effects 
of CNS trauma, in particular concussion, ap
peared long before that time. 

The concept that SOH was a consequence of 
shaking was advanced in 1930, and innumerable 
observations of traum:ttised infants by Caffey, 
Kempe, Gurkelch and countless others, laid 
the foundation for the objective base of shaken 
impact syndrome upon which contemporary 
investigators continue ro build. 

Contributions by pacdiatricians, neuroradi
ologists, neurosurgeons, clinical and forensic 
pathologists, physiologists, ophthal mologisrs, 
biomechanica l engineers, social workers, and law 
enforcement agents have formed the evidence 
base that currently supports the diagnosis of 
shaken impact syndrome. 

Although components of the syndrome include 
the triad, the diagnosis is acuwl Iy based upon 
a complex constellation of clinical-pathological
investigative fi ndings. These include: 
1. i nvcsrigarivc data 
2. clinical history, examination and therapeutic 

requirements 
3. laboratory studies to rule our natural disease, 

and 
4. radiological, ophthalmological and pathological 

find ings, a ll of which are evaluated aga inst a 
knowledge base of clinical disease and features 
of accidental versus nonaccidcnral trauma. 

The triad is an important component within this 
complex constellation, bur docs nor stand alone. 

Specialists involved in the tragic field of child 
abuse remain ever mindful of the w1sdom of 
John Dewey who said: "Intelligence is no t some
thing possessed once and for all. It is in constant 
process of forming, and irs retention requires 
constant alertness in observi ng consequences, 
an open-minded will to learn and courage in re
adjustment.'' Those who offer untested hyporh-

BACK TO BACK 

eses to defend individuals who have harmed 
infanrs do considerable disservice ro science and 
to the vicrims. 
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Neck injuries in young pediatric homicide victims 
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Object. In this study, the authors estimate the prevalence of injuries to the soft tissue of the neck. cervical ver
tebrae, and cervical spinal cord an1ong victims of abusive head trauma to bener understand these injuries and their 
relationship to other pathophysiological findings commonly found in children with fatal abusive head trauma. 

Methods. The population included all homicide victims 2 years of age and younger from the city of Philadel
phia. Pennyslvania. who underwent a comprehensive postmortem examination at the Office of the Medical Exam
iner between 1995 and 2003. A retrospective review of all available postmortem records was performed , and data 
regarding numerous pathological findings, as well as the patient's clinical history and demographic information, 
were abstracted. Data were described using means and standard deviations for continuous variables, and frequency 
and ranges for categorical variables. Chi-square analyses were used to test for the association of neck injuries with 
different types of brain injury. 

Results. The san1ple included 52 children. 41 (79%) of whom died of abusive head trauma. Of these, 29 (7 1 %) 
had primary cervical cord injuries: in 21 there were parenchymal injuries. in 24 meningeal hemorrhages, and in 16, 
nerve root avulsion/dorsal root ganglion hemorrhage were evident. Six children with abusive head trauma bad no evi
dence of an impact to the head, and all 6 had primary cervical spinal cord injury (SCI). No child had a spinal fracture. 
Six of 29 children (21 %) with primary cervical SCis had soft-tissue (ligamentous or muscular) injuries to the neck. 
and 14 (48%) had brainstem injuries. There was a significant association of primary cervical SCI with cerebral edema 
(p = 0.036) but not with hypoxia-ischemia, infarction, or herniation. 

Conclusions. Cervical SCI is a frequent but not universal tinding in young children with fatal abusive head 
trauma. In the present study. parenchymal and/or root injury usually occurred without evidence of muscular or liga
mentous damage, or of bone dislocation or fracture. Moreover, associated brainstem injuries were not always seen. 
Although there was a significant associat ion of primary cervical cord injury with cerebral edema, there was no direct 
relationship to brainstem herniation, hypoxia-ischemia. or infarction. This suggests that cervical spinal trauma is only 
I factor in the pathogenesis of these lesions. (DOl: 10.317112008.1l.PEDS0835) 

KEY WORDS • abusive head trauma cervical cord injury • neck injury 

S 11\CE John Caffey first identified maltreatment as the 
cause of unexplained skeletal and brain injuries in 
infants in 1946,11 considerable research has been pub

lished describing the epidemiology, patterns, and mecha
nisms of injury associated with abusive head trauma in 
young children. Although underrecognition still exists,24 

abusive head trauma atl'ects- 17 in 100,000 US children 
annuaJiy.27 The exact mechanism of injury in abusive head 

trauma, and the relative contributions of shaking and im
pact continue to be debated. Although some researchers re
port that shaking alone is sufficient to cause injury,8·9.I2.2J.31•43 

others conclude that blunt impact is necessary to cause sig
nificant primary brain trauma.14 

Nevertheless, the clinical manifestations and outcomes 
of abusive head trauma have been well described. Many 
studies have documented that the majority of young infants 
who suffer abusive head trauma have extraparenchymal 
hemorrhage,$.IW.J~.~$ > 80% have retinal hemorrhages,14·3s 
and 30-50% have skeletal injuries of various ages.7.13·34 Be
tween 60 and 85% show evidence of impact injury, mani-

Abbreviations used in this paper: OME = Office of the Med.ical 
Examiner; SCI= spinal cord injury; SOH = subdural hemorrhage. 
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fested by skull fractures or cranial soft-tissue contusions, 
some of which are not apparent until postmortem exami
nation.s·14·17·34 The mortality rate after abusive head trauma 
approaches 20%,5·30 and in those who survive, > 75% will 
have permanent neurologicaJ impairments.us.JO 

Recent research on abusive head trauma has explored 
the relationship between abusive head trauma and hy
poxic cerebral injury. Hypoxic-ischemic injury is com
mon in patients with abusive head trauma7·17·18·28AI and it 
is theorized that trauma-induced apnea leads to cerebral 
hypoxia and/or ischemia.l7·18·25·28 Some investigators have 
speculated that secondary injury consequent to hypoxia
ischemia, edema, or infarction may be a stronger determi
nant of a patient's ultimate neurological outcome than the 
primary injury or the associated presence of subdural and 
subarachnoid hemorrhage, or diffuse axonal injury.ls.ls.ls 

Although patterns of brain injury in infants with 
abusive head trauma have been well described, there has 
been far less attention directed toward the prevalence and 
clinical significance of neck injuries in these infants. Be
cause many investigators have postulated that a shaking 
whiplash event, with or without head impact, may be the 
primary mechanism in many infants with inflicted brain 
injuries,11·14·23 it is reasonable to hypothesize that the necks 
of these young infants may also be injured. Additionally, 
infants and young children are at an increased risk of 
flexion, distraction, and rotational injuries to the cervi
cal spine due to their horizontaJiy oriented facet joints, 
incompletely formed uncovertebral joints, increased lax
ity of the associated spinous ligaments, immature para
spinous musculature, and a relatively large head-to-body 
ratio.l9 Some researchers have suggested that with purely 
rotational injuries (such as shaking), injury to the neck 
and cervical spinal cord should be universal.• 

Despite concerns about the contributions of neck in
jury to the sequelae of abusive head trauma, the few case 
series in the literature have been limited in sample size 
and scope of data reported. We therefore report the post
mortem findings in a cohort of young homicide victims in 
whom complete pathological analyses of the brains and 
spinal columns were performed. We have focused on es
timating the prevalence of injuries to the soft tissue of the 
neck, the cervical vertebrae, and the cervical spinal cord 
to better understand these injuries and their relationship 
to other pathophysiological findings common in children 
who have sustained fatal abusive head trauma. 

Methods 

The target population for this study was all homicide 
victims 2 years of age and younger from the city of Phil
adelphia, Pennsylvania, in whom a comprehensive post
monem examination was done at the OME between 1995 
and 2003. Children were eligible if the chief medical ex
aminer in consultation with the senior neuropathologist 
onsite at the OME determined the manner of death to be 
homicide; all available information provided to the OME 
was used before reaching this decision. Findings were ret
rospectively reviewed for analysis. ln our review, we in
cluded certification of identification reports, case registra
tion summaries (including case histories), general autopsy 
reports, and neuropathology reports. Limited medical re-
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cords. including imaging studies, were available in some 
cases. The general autopsy was completed by a forensic 
pathologist at the OME, and a full neuropathological ex
amination was performed by a forensic neuropathologist 
(L.B.R.-A.). Examination of the nervous system included 
removal of the brain, spinal cord, and eyes in continuity, 
followed by gross and microscopic examination according 
to the standard techniques described elsewhere.26 Demo
graphic information, clinical history, and injury data were 
collected. Demographic variables included sex, race, and 
age at death. Race was categorized as Caucasian, African
American, Asian, Hispanic, Native American, or other, as 
recorded in the case registration summaries. 

ln addition to the documentation of cause and manner 
of death (homicide). the clinical history included the time 
interval between injury and death, and an assessment of 
the mechanism of death. Where possible, the time inter
val was calculated in days from reported symptom onset 
to death, as recorded in the case registration summaries. 
The mechanism of death was determined and reported by 
the chief medical examiner based on assessment of the 
available investigative data and results of the postmortem 
examination. Based on this report, we separated the cases 
into 2 categories: abusive head trauma and death conse
quent to non-CNS injury, including asphyxiation and ab
dominal trauma. 

Table l lists all the pathological findings that were re
corded. Neck injury data included the presence of cervi
cal spine dislocation or fracture, ligament or muscle injury, 
or any soft-tissue injury of the neck (such as hematoma 
or bruising). Primary cervical SCis included any cervical 
cord contusion, laceration, or transection; vertebral artery 
injury; nerve root avulsion/dorsal root ganglia hemorrhage; 
and meningeal hemorrhage (epidural, intradural, subdural, 
and/or subarachnoid). Given its proximity to the cervical 
cord, any traumatic injury to the brainstem (such as a lac
eration or hemorrhage) was also recorded. 

Primary traumatic brain lesions included contusions 
or lacerations, parenchymal hemorrhage, and meningeal 
hemorrhage. Cerebral contusions and lacerations were 
further classified as superficiaJ contusions or lacerations 
(defined as olfactory bulb/tract injury or cortical contu
sions/lacerations) and deep contusions and lacerations (de
fined as axonal injury, gliding injury, injury to the corpus 
callosum. or ventricular tears/lacerations). The presence 
or absence of cerebral edema, cerebral hypoxia-ischemia, 
a cerebral infarction, and herniation were determined as 
follows according to the usual neuropathological crite
ria22 and were noted for each patient. 

Cerebral Edema. The diagnosis of cerebral edema 
was determined by comparing the brain weight of the ho
micide victim with the expected vaJue for a child of that 
age. Absolute figures cannot be given here because brain 
weight changes from birth to 24 months of life. Beginning 
with the brain weight determination, the pathologist then 
examined the specimen for sulcal effacement consequent 
to gyral widening and flattening. Microscopic diagnosis 
of cerebral edema rests on the presence of status spongio
sis, acute swelling of oligodendroglia, and exaggeration of 
perivascular and pericellular shrinkage artifact. 
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TABLE 1: Summary of pathological findings In 52 infant homicide victims• 

Retinal 
Neck Cervical Spinal Cord Hemorrhage Cranial Findings 

Secondary Cerebral 
Findings Extracranial Findings 

ligamentous injury parenchymal cord injury 
meningeal hemorrhage 
nerve root avulsion/dorsal 

bilat meningeal hemorrhage cerebral edema 
brainstem herniation 
hypoxia-ischemia 
infarction 

extracranial fx 
rib fx unilal epidural 

root 
muscle injury 

subdural 
subarachnoid 

intracerebral bleeding concomitant visceral injury 
facial bruising other soft·tissue injury cerebral contusions/lacerations 

superficial body bruising 

cervical spine disloca· 
lion or fracture 

deep 
DAI 

evidence of 8FT 
skulllx 
galeaVsubgaleal hematoma 
bruises to scalp 
superficial cerebral 

contusions/lacerations 
brainstem trauma 

• 8FT = blunt force trauma; DAI =diffuse axonal injury; fx =fractures. 

Hypoxia-Ischemia. The diagnosis of hypoxia-ischemia 
was based on established gross and microscopic features of 
rhe specimen. These often, but not always, included severe 
superficial and deep congestion, deep pink to purple dis
coloration of the gray matter (consequent to rhe pathophys
iological mechanism of cerebral autoregulation). and mi
croscopic identification of acute neuronal necrosis. 

Cerebra/Infarction. Cerebral infarction may take var
ious forms that differ according to whether the infarction is 
acute, subacute, or chronic, and whether it is in a vascular 
distribution, such as in the middle cerebral artery, a border 
zone lesion. or Iaminary necrosis. 

Herniation. Evaluation of a brain for evidence of 
herniation is a routine part of gross examination. Crite
ria for determination of herniation included grooving of 
unci and/or parahippocampal gyri, compression of the 
third cranial nerve in association with herniation of these 
structures, cingulate herniation beneath the falx cerebri, 
cerebellar tonsillar grooving, the presence or absence of 
associated brainstem swelling, presence of Duret hem
orrhages, identification of the Kernohan notch phenom
enon, and rarely, herniation of the temporal poles over the 
sphenoid ridge into the anterior fossa. 

Meningeal hemorrhage was characterized as epidu
ral, subdural, and/or subarachnoid if present. Evidence of 
blunt or impact trauma to the head, such as skull frac
tures, galea! or subgaleal hematomas, superficial contu
sions and lacerations, and any scalp hematomas or bruis
ing was recorded. Based on injury identification, children 
with abusive head trauma were then classified as either 
having visible evidence of impact or no visible evidence of 
impact. T he presence of retinal hemorrhages, determined 
through examination of the eyes, was also recorded. 

Collected extracranial injury data included the pres-
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ence of other injuries, such as rib fractures, extremity 
fractures , abdominal trauma (such as lacerations or con
tusions to internal organs or the presence of a hemoperi
toneum), and cutaneous bruising or hematomas. 

All data were abstracted from the autopsy reports 
and entered into an Access database (Microsoft Corpora
tion). Data were then imported into STATA version 8.2 
software (STATA Corporation) for analysis. Data were 
described using means and standard deviations for con
tinuous variables, and frequencies and ranges for cat
egorical variables. Chi-square analyses were used to test 
for the association of neck injuries with different types of 
brain injury. 

This study was reviewed and approved by the Institu
tional Review Board of the Children's Hospital of Phila
delphia. 

Results 

There were a total of 52 homicide victims 2 years of 
age or younger in the city of Philadelphia, Pennsylvania, 
between 1995 and 2003 who underwent postmortem ex
aminations at the OME. Of this group, 41 (79%; 95% CI 
65.3-88.9) died of abusive head trauma, and 10 died of 
other mechanisms, including 3 who died of asphyxiation 
and 7 who died of blunt abdominal or body trauma. An 
additional ch ild d ied of complex injuries sustained when 
her mother jumped from a second story window with the 
infant in her arms. Although the young child had signifi
cant neurotrauma along with other injuries, including or
gan laceration and multiple fractures, the case was unique 
and therefore classified separately. 

Young children with abusive head trauma were sig
nificantly younger at death than those killed by other 
means (p = 0.036). Infants wirh abusive head trauma were 
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TABLE 2: Population demographics of 52 infant homicide victims• 

Characteristic Abusive Head Trauma (41 children) Other MOD (11 children) p Value 

sex(%) 
male 15 (36.6) 6 (54.6) 0.28 
female 26 (63.4) 5 (45.4) 

age at death (%) 
<1 yr 22 (53.7) 2 (18.2) 0.036 
1-2 yrs 19 (46.3) 9 (81.8) 

race (o/o) 

African-American 31 (75.6) 7 (63.6) 0.243 
Caucasian 8 (19.6) 2(18.2) 
Hispanic 1 (2.4) 2(18.2) 

Asian 1 (2.4) 0 (0) 
length of time btwn injury & death(%) 

s1 day 22 (57.9)t 9 (81.8) 0.147 
~2 days 16 (42.1)t 2 (18.2) 

• MOD = mechanism of death. 
t Due to insufficient data, 3 children were not included in this group. 

more often female and survived longer after injury, but 
these differences were not statistically significant. There 
were no racial differences between the children who died 
of head trauma and those who died of other mechanisms 
(Table 2). 

Medical records, some including imaging results, were 
available tor 22 of the 52 children. Four were dead on or 
shortly after arrival at the hospital, and none had undergone 
MR imaging of the neck or cervical spinal cord. Six chil
dren had CT scans of the cervical spine, all of which were 
negative for fractures, subluxation, or soft-tissue swelling. 
Magnetic resonance imaging of the brain was done in 5, 
yielding abnormal results in all cases with varying degrees 
of hemorrhage, infarction, and hypoxic injury. Of these 5, 
the cause of death in 4 was abusive head trauma, and the 
fifth child died of asphyxiation. 

Neck Injuries 

Twenty-nine of 41 children with abusive head trauma 
(71%; 95% CI 54-84) had primary injuries to the cervical 
spinal cord: 2 had cervical SCls alone without associated 
primary traumatic brain injuries, and 1 of these was pro
nounced dead on arrival to the emergency department. 
No clinical history was available for this child, who also 
had multiple other injuries, including rib fractures, a fe
mur fracture, liver lacerations, multiple subgaleal hem
orrhages of scalp, and diffuse superficial contusions and 
abrasions to the chest and head. No cervical spinal cord 
images were obtained in this child. The second child died 
3 days after presenting with extreme lethargy and respi
ratory distress. She initially received a diagnosis of aci
demia and encephalopathy from a possible inborn error of 
metabolism, and was found on postmortem examination 
to have only a traumatic cervical SCI. There was insuf
ficient clinical data to determine whether this patient had 
any limb movement or respiratory effort before death. 

Among the 29 children with cervical SCis, there 
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were some similarities in pathological findings: 21 (72%) 
had parenchymal injuries, such as cord contusions, lac
erations, or transections; 24 (83%) had meningeal hemor
rhages; and 16 (55%) had nerve root avulsions or dorsal 
root ganglion hemorrhages. Five children had parenchy
mal injuries without meningeal hemorrhaging, 8 had 
meningeal hemorrhaging without parenchymal injuries. 
and 16 had both parenchymal and meningeal injuries. Of 
the 16 with nerve root avulsions or dorsal root ganglion 
hemorrhaging, 14 also had meningeal hemorrhages. Ten 
children had meningeal hemorrhaging without nerve root 
avulsion or dorsal root ganglion hemorrhaging. 

Only 6 (21%) of 29 chi ldren with primary cervical 
SCis had soft-tissue injuries to the neck. Among these, 
4 had muscle, 3 had ligamentous, 2 bad other soft-tissue 
injuries, and 3 had both muscle and ligamentous injuries. 
Soft-tissue injury to the neck was uncommon overall, as 
only 10 (19%) of 52 homicide victims had such an in
jury. Of these 10, 9 were victims of abusive head trauma 
and only 1 was the victim of another mechanism of death 
(asphyxiation). Among the 9 children with abusive head 
trauma and soft-tissue injuries to the neck, 6 had muscle 
injuries, 3 had ligamentous injuries, and another 3 had 
other soft-tissue injuries to the neck. Overall, therefore, 
9 (22%) of 41 children had abusive head trauma, I (9%) 
of II children had other mechanisms of death (not head 
trauma), and I of 3 victims of asphyxiation had soft-ti ssue 
injuries to the neck. There were no children with cervical 
spine fractures or dislocations (Table 3). 

We examined the relationship between the cervical 
spinal cord and the mechanism of abusive head trauma 
(impact vs no evidence of impact). We found a trend to
ward universal SCI in children without blunt impact; of 
the 6 children without visible signs of impact, all had 
primary cervical spinal cord and regional injuries, com
pared with 23 (65.7%) of the 35 with evidence of blunt 
trauma (p = 0.088). 
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TABLE 3: Pathological findings in the necks of infant homicide victims 

MOD 

Finding Abusive Head Trauma (41 infants) Cervical SCI (29 infants) Other (11 infants) 

any soft-tissue injury to neck (%) 

muscle injury 
ligamentous injury 
other soft-tissue injury 

cervical spine dislocation or fracture 

9 (22) 
6 (14.6) 

3 (7.3) 
3 (7.3) 
0 (0) 

The presence of primary cervical SCI was exam
ined for any association with cerebral edema, infarction, 
hypoxia-ischemia, and herniation among the children with 
abusive head trauma. No association was found between 
primary cervical SCI and hypoxia-ischemia (p = 0.853), 
infarction (p = 0.44), or herniation (p = 0.16). There were 
insufficient clinical data to correlate these findings with 
clinical manifestations typically associated with SCI, such 
as apnea or paralysis. However, there was a significant as
sociation between primary cervical cord injury and cere
bral edema (p = 0.036; Table 4). 

Head Injuries 

Thirty-seven (90%) of 41 infants and young children 
with abusive head trauma had intracranial meningeal hem
orrhaging. This included SDHs in 34 (92%), and subarach
noid hemorrhages in 34 (92%). Epidural hemorrhage was 
found in 8 children (21%); all epidural hemorrhages were 
reported as small and none were clinically apparent. Seven 
of the 8 were associated with overlying skull fractures. 
Twenty-seven of the 41 children (66%) had evidence of in
tracerebral bleeding. In I child, the condition of the brain 
was such that the presence of cerebral contusions and lac
erations could not be ascertained, but of the remaining 40 
children, 32 (80%) had some cerebral contusion or lacera
tion, whether superficial or deep. Twenty-six (65%) of 40 
had superfic ial cerebral contusions and lacerations, and 23 
(58%) of 40 had deep cerebral contusions and lacerations. 
Six children (15%) had diffuse traumatic axonal injury. 

Among the 41 children with abusive head trauma, 
35 (85%) had evidence of blunt head trauma. Evidence of 
blunt trauma included skull fractures in 13 (37%), galea! 
or subga1eal hematomas in 24 (69%), scalp bruising in 19 
(54%), and superficial cerebral contusions and lacerations 
in 23 (54%). 

Eleven of the 41 children (27%) with fatal abusive 
head trauma had extracranial fractures (such as rib or ex-

6 (20.7) 
4 (13.8) 
3 (10.3) 

2 (6.9) 
0 (0) 

1 (9.1) 
1 (9.1) 
0 (0) 
0 (0) 

0 (0) 

tremities). Eight of II (73%) had 1 or more rib fractures. 
Among those 8, rib fractures were the only fractures in 7 
(88%), with the other child also having a femur fracture. 
Three of 11 children (27%) had only extremity fractures 
without rib fractures; these consisted of a tibial metaphy
seal fracture, a clavicle fracture, and fractures of the ulna 
and radius. Twenty-one children (51%) bad concomitant 
visceral injuries such as liver, splenic, or renal injuries. 
Twenty-seven children (66%) had facial bruising, and 20 
(49%) had bruising to the rest of the body. 

Of the 41 children with abusive head trauma, 27 (66%) 
had evidence of cerebral edema, and 23 (56%) had hypoxic
ischemic injury. Due to the physical condition of the brain 
specimens, determination of cerebral herniation could not 
be made in l case and determination of infarction could not 
be made in another. However, of the remaining children, 9 
(23%) had herniations and 6 (15%) had cerebral infarctions. 
Cerebral edema, hypoxia-ischemja, infarction. and hernia
tion were not specific to children who died of abusive head 
trauma: in fact, there was no statistically significant differ
ence in the proportions of children with these findings by 
mechanism of death (Table 5). 

Brainstem Injuries 

Brainstem trauma was found in 16 (40%) of 40 children 
with abusive head trauma (1 specimen could not be exam
ined due to poor condition). Fourteen of 16 (88%) also had 
primary cervical SCI. 

Retinal Hemorrhages 

Thirty of the 41 children (73%) with abusive head 
trauma had retinal hemorrhages, which were bilateral in 
21 cases and unilateral in 9. Of the 11 children who died 
without evidence of CNS injuries. 7 had eyes available for 
neuropathological examination, none of which had retinal 
hemorrhages. There were 3 children who had both SDHs 
and retinal hemorrhaging but no external or other injuries. 

TABLE 4: Association of primary cervical SCis with cerebral edema, hypoxia-Ischemia, infarction, and bralnstem 
herniation among infants with abusive head trauma 

Finding Cervical SCI (29 infants) No SCI (12 infants) OR• p Value 

cerebral edema 22 (75.9%) 5 (41.7%) 4.4 (1.09-17.7) 0.036 
brainstem herniation 8(28.6%) I (8.33%) 4.4 0.160 
hypoxia-ischemia 16 (55.2%) 7 (58.3%) 0.88 (0.24-3.31) 0.853 
infarction 5 (17.9%) 1 (8.33%) 2.4 0.44 

• Numbers in parentheses are 95% Cis. 
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TABLE 5: Association of cerebral edema, hypoxia-ischemia, Infarction, and brainstem herniation lesions with MOD 
among 52 infant victims of homicide 

Finding Abusive Head Trauma (%) 

cerebral edema 27 (65.9) 
brainstem herniation 9 (22.5) 
hypoxia-ischemia 23 (56.1) 
infarction 6 (15) 

Although retinal hemorrhages were found in children 
who had evidence of isolated blunt abusive head trauma 
without any cervical cord injury, children who had both 
cervical cord injuries and evidence of blunt head trauma 
had the highest rate of retinal hemorrhages (92%; Table 6). 

Discussion 

In this study of homicide victims 2 years of age or 
younger, cervical SCis were commonly found in those 
who died of abusive head trauma and occurred in those 
with and without visible evidence of impact injury. There 
have been several reports of spinal cord and neck inju
ries in children with abusive head trauma, but our case 
series is the largest and most complete analysis of these 
injuries reported to date. '6-'8·20·13·33·38-.~2.~4A5 Several studies 
of pediatric cervical cord injury of various causes have 
included abuse as a mechanism of trauma, but these ac
counted for 4% or less in most case series.10•21•29.36.n Cur
rently, it seems that radiographic evaluation (primarily 
MR imaging) of the apparently intact neck has not been 
useful in identifying SCI. The presence of cervical SCI, 
hematomas, and nerve root damage has been documented 
postmortem in infants who have sustained abusive head 
trauma;16- 18•23•25•41 however, MR imaging failed to identify 
the cervical injuries among inpatients .16 

Our findings corroborate those of others who report 
that the majority of infants with fatal abusive head trauma 
exhibit external evidence of blunt trauma'~ and that a high 
proportion have SDHs10-'4 and retinal hemorrhages.14•35 A 
considerable number had concomitant skeletal injuries.7.13.J.l 

Damage to the cervical spinal cord and roots has also 
been reported by others. Feldman et a l. ,16 in a study of 5 

Other MOD (%) p Value 

7 (63.6) 0.89 
1 (9.1) 0.321 

6 (54.6) 0.93 
1 (9.1) 0.614 

victims of abusive head trauma who underwent autopsy, 
found that I had diffuse thin subdural blood (in continu
ity with thin cranial subdural blood) overlying the upper 
cervical cord, and 3 had subarachnoid blood overlying the 
cord (associated either with cranial subarachnoid blood or 
extensively distributed subarachnoid blood). Hadley et aJ.2l 
found that 5 of 6 patients with abusive head trauma had 
epidural and/or SDHs of cervical spinal cord at the cer
vicomeduUary junction and 4 of 6 patients had evidence 
of ventral spinal cord contusions at high cervical levels on 
postmortem examination. In their case series of 4 victims 
of abusive head trauma who underwent autopsy, Johnson 
and colleagues25 found that 1 had spinal cord contusion and 
laceration, and another had a cervical SOH. 

Additionally, Geddes et al.'7·18 and Shannon et al.41 

reported significant rates of cervical cord injury based on 
expression of j3-amyloid precursor protein utilizing the im
munoperoxidase technique in infants who sustained fata l 
abusive head trauma. Geddes and associates17•18 found that 
II of 37 infants had epidural cervical hemorrhages and fo
cal axonal damage involving the brainstem and spinal nerve 
roots. The findings of Shannon and collcagues41 were even 
more striking, as 7 of II infants with no evidence of impact 
injury exhibited axonal injury of the cervical spinal cord. 
This was particularly prominent at the root entry zone. 

One investigator has suggested that in fatal abusive 
head trauma in infants, cervical cord injury would be a 
universal finding because cord injury occurs at lower dis
traction forces than does primary cerebral injury.' Other 
investigators, however, have identified errors in these 
mathematical calculations.32 While we have found that 
cervical cord injury is common, it is not universal. It was 
identified in the 6 children who had no visible evidence of 

TABLE 6: Retinal pathology in infants with abusive head trauma and cervical SCis• 

Retinal Pathology 

Type of Injury None(%) Minimal RH (%) BilatRH (%) Retinal Detachment (%)t 

BFT w/o cervical SCI (15 inlants) 9 (60) 2 (13.3) 4 (26.6) 114 (25) 

BFT & nerve rooUmeningeal trauma (15 infants)* 3 (20) 1 (6.6) 11 (73) 5/11 (45) 
cervical SCI (15 infants) 2 (13.3) 4 (26.6) 9 (60) 3/13 (23) 
cervical SCI & nerve root trauma (2 infants) 0 (0) 0 (0) 2 (100) 1/2 (50) 
cervical SCI & BFT (12 infants) 1 (8.3) 2 (16.6) 9 (75) 4/9 (44) 
no cervical SCI or root trauma (16 infants) II (62) 0 (0) 5 (38) 1/5 (20) 

• RH = retinal hemorrhage. 
t The denominator represents cases in which retinal detachment was specifically noted and could be separated from artificial 
detachment secondary to processing ol the specimen. * No isolated nerve rooUmeningeal injury was present in the absence of blunt force trauma. 
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blunt impact trauma. Given results by Feldman et al.16 that 
among 12 children with abusive head injury, no cervical 
cord injury was detected by MR imaging, these results 
may not be generalizable to nonfatally injured children. 
It may be that cervical cord injury is a marker for more 
severe injury. 

There is currently some controversy regarding rela
tionship of soft-tissue injuries and spinal cord trauma. 
Our data indicate that although cervical cord injury is 
common. adjacent soft-tissue injury occurs less frequent
ly. Moreover, there was no evidence of fracture or dislo
cation. Absence of bone injury may perhaps be explained 
by the relative laxity and flexibility of spinal ligaments 
and musculature in the infant neck, which may be able 
to withstand more flexion and extension rotational forces 
than the spinal cord itself. 

It has been postulated that cervical spinal/root injury 
initiates apnea, hypoxic-ischemic injury, and the subse
quent death of these infant victims. Although this may 
be correct, there is evidence that infants with other types 
of neural and nonneural trauma also exhibit secondary 
CNS abnormalities such as hypoxic-ischemic lesions and 
edema. These may occur consequent to cerebral perfu
sion fai lure or biochemical abnormalities resulting from 
traumatic head injuries such as increased oxidative stress, 
which can mediate several cellular changes, any or all of 
which may lead to neuronal injury.4·6A6 

The exact relationship between these commonly seen 
cervical injuries and clinical symptoms remains unclear. 
Unfortunately, we did not have adequate clinical data to 
correlate with our pathological findings, but it is possible 
that cervical SCls may contribute significantly to apnea 
and other clinical correlates of abusive injuries. It is also 
possible that some infants have less severe SCls that cause 
transient dysfunction and result in apnea or hypoventila
tion, but that are not visible on the postmortem examina
tion or do not cause visible changes on MR images in 
survivors. 

The present study is not without limitations. Our 
sample population is small, which limits our subgroup 
analysis. Clinical histories in these patients were spotty 
and often unavailable, so we were unable to perform any 
analysis of injuries in relation to the presenting complaint. 
Only I pediatric forensic neuropathologist performed the 
postmortem examinations and described the findings, and 
although this neuropathologist is very experienced, there 
was no second reviewer to support her findings objec
Lively. Lastly, this study is generalizable to fatally injured 
children on ly, and the significance of these findings to the 
presentation and diagnosis of neck injuries in nonJatally 
abused children is unclear. 

Future directions include correlating clinical and ra
diographic findings to pathological findings, as well as 
further exploration of the relationship and pathway be
tween cervical SCI and death in a larger population. 

Conclusions 

Abusive head trauma is the most common mechanism 
of death among infant homicide victims. Victims exhibit a 
high frequency of SOH. retinal hemorrhages. and skeletal 
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injuries. Cervical SCis are also common, but not univer
sal. In the present study, parenchymal and/or root injuries 
usually occurred without evidence of muscular or ligamen
tous damage, or bone dislocation or fracture. Moreover, as
sociated brainstcm injury was not always seen. Although 
there was a significant association of primary cervical SCI 
with cerebral edema, there was no direct relationship with 
brain stem herniation, hypoxia-ischemia, or infarction. This 
finding suggests that cervical spinal trauma is only 1 factor 
in the pathogenesis of these lesions. Future study may help 
determine whether SCI plays a major role in the common 
findings of apnea and hypoxic-ischemic brain injury in in
fants who have sustained abusive head trauma. 

Disclaimer 

The authors report no conflict of interest concerning the mate
rials or methods used in this study or the findings specified in this 
paper. 
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T RAUMA is the most common cause of death 
in childhood, and inflicted head injury is the 
most common cause of traumatic death in in · 

tancy.l 3 Beginning with the classic descriptions of 
Kempe et al.~ :md CafTey" and with subsequent clin 
ical, biomechanical, and radiologic studies, the diag· 
nostic karures of nonaccidental head injury in in· 
t;mts and toddlers have become widely n.:cognized. 
This review outlines the mechanisms, typical tcanm:s, 
differential diagno~is, and acute management of the 
most frequently encountered form of infantile in
tlicred head injury, the so-called shaken -baby syn· 
drome. 

BIOMECHANICS AND TERM I NOLOGY 

The names applied to the syndromes of intlicted 
head injury in inf.1ncy rdlect the evolving and some
times controversial understanding of the actions nee· 
essarv to cause the types of injuries seen, such as 
shaki.ng an intant held by the arms or trunk o r terce· 
fully striking an int;mt's head against a surtace. Al
though there is considerable controversy, the available 
evidence suggests that it is the sudden deceleratio n 
.1ssociated with the forcdili striking of the head 
against a surface that is responsible for most, if not 
all, severe, inflicted brain injuries. Because the histo· 
ries given when intams with such injuries present for 
medical attention are often vague or unreliable, the 
events must be inferred from knowledge of the caus· 
ative torces in witnessed cases of accidental trauma 
and experimental models of injury. Studies of the 
biomechanics of brain injury have established that 
forces applied ro the head that result in a rotation of 
rhe brain about irs center of gravity cause diffuse 
brain injuries. It is this type of movement that is rc· 

From the [)j,j\ions of >lcuru>urgcry (A.·C.D.) . l;cn.-rJI PcdiJtrics 
( C.W.C. ), Ncurop.lthology ( L.B.R.), .111d >lcuror.ldiolog)' ( R . .-\ .7 .. ). Chil · 
drcn"s lln>pitol of l'hiiJdclphb .uul the Llnhcr>i~· of l'cnn>yh"lrul Sthool 
of .\lcdidnc, Philodclphio. Addrc'~ rcprim rcquc<t ~ to Dr. Duh.1imc Jt 
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sponsiblc for the diffuse axonal injury and subdural 
hematoma seen, for example, in cases of motor ve· 
hide accidents that result in severe disability or 
death. In contrast, forces that result in a translation, 
or straight-line, movement of the center of gravity 
arc generally less injurious to the brain, with the cf
tecrs largely determined by the specific focal contact 
forces.6 The type and severity of the injury arc de
termined both by the type of deceleration and by its 
magnitude. In infants and young children, house
hold tails c\using head injuries mainly involve low
velocity translatio nal forces; rotational (or angular) 
deceleration is distinctlv uncommon.3 

The term "whiplash ·shaken -baby syndrome" was 
coined by Catlcy to explain the constellation of in
fantile subdural and subarachnoid hemorrhage, trac· 
tion-type metaphyse.\1 fractures, and retinal hemo r· 
rhages and was based on evidence that angular 
(rotational) deceleration is associated with cerebral 
concussion and subdural hematoma? 10 Recausc the 
rypc but not the magnitude of deceleration was ad · 
dressed in early reports of the syndrome, it was pos
tulated that injuries could be int1ictcd unwittingly by 
caretakers through generally acceptable child care 
practices. More recent biomcchanical studies o f these 
injuries show that the magnitude of angular decelcr· 
arion is 50 rimes as great when the head of an in tam 
model held by the trunk forcefully strikes a surfuce 
as when shaking alone occurs, and it o nly reaches in · 
jury thresholds calculated for intants at the moment 
of impact. When the surf.1ce is soft, the terce of the 
impact is widely dissipated and may not be associat
ed with visible signs of surtace trauma, even though 
the brain itself decelerates rapidly. II It is the sudden 
angular deceleration experienced by the brain and 
cerebral vessels, not the specific contact lorces ap· 
plied ro the surt~Kc of the head, that results in the 
intracranial injury. This angular force is distinct from 
the torccs generated in most cases of accidental trau· 
ma in intants. The majority of abused infants in fi1et 
have clinical, radiologic, or autopsy evidence of 
blunt impact to the head. 11 •13 Thus, the term "shak· 
ing- impact syndrome" may reflect more accurately 
than "shaken-baby syndrome" the usual mechanjsm 
responsible tor these injurics.14 Whether shaking 
alone can cause the constellation of tindings associ
ated with the syndrome is still debated, but most in · 
vestigators agree that trivial to rces, such as those in
volving routine play, infant swings, or tails from a 
low height are insutlicient to cause the syndrome. 
Instead, these injuries appear to result from major 
rotational forces, which clearly exceed those encoun· 
rcred in normal child ·care activities. 3.13.15 19 

EPIDEMI OLOGY 

The shaking- impact syndrome is largely restrict· 
ed to children under three years of age, with the ma· 
jority of cases occurring during the first year of 

Reprinted from 71Jc Nt·w Englnnd Joumnl of Medicine 
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CURR ENT CONCEPTS 

lifl:.'1.211.21 In :~ prosp~:~ti\'(: ~rudy or c:o mecutivdy ad· 
mittc:d childrc:n undc.:r tWO yc:.lrS of ,\gc who had 
hc:.1d injurie~, 2~ percent of the: injuric.:s rc::.ultcd 
f'ronl infl ictc:d trauma; :1mong inf:mrs with sevc:re in 
jmies, the proportion \\\ IS ~:vcn higher. 2••

1
·l2 Fn.:quenr

ly, su~h children ha\-c evidc.:nce of previous .1busc.1·1 

Ar our institution, more traumatic de:1rhs result from 
c.:hild .1busc involving head injuric:s th.m from .my 
orhcr single cause. 

Risk tac.:rors tor nona~cidcntJI injuries in c.:hildrc.:n 
include young p:1rcnrs, unsr.1blc t:1mily situations, low 
socioec.:onomic st:~tus, and disability or pn:m:~turity 
of the chikPl.24 St:~rling et .11. tound th:lt the perpe· 
trators were, in descend ing order of f·i·equcJH.:y, la
thers, boyfriends, tcmalc babysittcrs, .md mothcrs.2> 

H ISTORY, PHYSICAL EXAMINATIO N, 
AND LABORATORY FIN DINGS 

With in fl icted head in juries, an accur:~te history is 
rarely provided at presentation. The intormation 
most commonly reported involves the child's symp· 
roms or a history of blunt impact tO the he:1d, usu· 
.11ly of' :1 minor narure_l i.ZO A history of shaking is ob
t:~ined in a minority of cases.11 13·2o The history m:~y 
be vague or may vary with time, or a mechanism of 
injury that is incompat ible with the development:~! 
c:~pacity of the child may be described. 

Common symptoms include kthargy, irritability, 
seizures, increased o r decreased tone, impaired con 
sciousness, vomiting, poor feeding, b reathing ab
normalities, and apnea. M ilder neurologic fi ndings 
include lethargy, irritability, and meningismus. Ap· 
proximately half of all patients with the shaking
impact syndrome have severe impairment, arc unre· 
sponsivc, have opisthoronos, or :~re moribund. 11 The 
tontanclle ma)' be: full. Seizures are reported in 40 
ro 70 percent of patients. 20.z6 

Retinal hemorrhages, best seen with the use of 
mydriatic agents, arc found in 65 to 95 percent of 
patients.uo.21,27·2s The hemorrhages may be unilater
.11 or bilateral, and retinal folds o r detachments may 
be seen. The exact biomechanical forces necessary to 
cause retinal hemorrhages are unknown, but several 
mechanisms have been postulated , including in· 
creased retinal venous pressure, extravasation of sub
.1rachnoid blood, and traction of retinal vessels at 
the vitreoretinal interface due to angular dccelera
tion.29·.1o Although strongly associated with inflicted 
head injury, retinal hemorrhages are no t specific fo r 
the diagnosis, nor can they be dated with precision. 
Such hemorrhages have been reported in some cases 
of accidental trauma (especially subdural hematoma) 
and, in rare cases, after resuscitation; they can also 
occur with papi lledema.3.l7.~l.32 Ret inal hemorrhages 
.ue seen in up tO 40 percent of vaginaJly delivered 
newborns but resolve by o ne month of age . .IJ Non
traumatic causes include subarachnoid hemorrhage, 
sepsis, coagulopathy, galactosemia, severe hyperren· 

~ion, :md other rare conditions.·14 •17 The d iagnosis of 
i11tlicred head injury cmnot rest on the linding of 
retinal hemorrh:~ge .1lone, bm l he ti ndi ng of severe.: 
bi lateral reti1ul hemorrhage wit h retinal tolds or tle
r:~chments is p:~rricularly suggestive of the diagnosis. 

Gencr:tl physical lindings may include bruisi ng, 
swdling, a pattern o f cut.meous marks, and burns. 
In some patients no cxtracranial injuries are detect· 
cd. Some cutaneous injuries become visible only at~ 
ter Jdmission. In some patients, soft-tissue injuries, 
includi ng scalp hemorrhages, arc noted o nly ;\t au
topsy.JJ .u 

Lumbar puncture, typically pertormed as part of 
an evaluation tor sepsis in infants with nonspecific 
findings, reveals bloody tluid. Hemoglobin v:~lues 
may be decreased. l1 Elevated coagulation tactors do 
nor necessarily indicate a primary coagulopathy but 
may reflect the underlying brain injury. -'8 

RADIOLOGIC FIN DIN GS 

Computed tomographic (CT) sc:~tming is the main
stay of the diagnosis of the sh.1king- imp:1ct syn· 
drome. Subdural or subarachnoid hemorrhage can 
nearly always be detected on CT scans, although the 
more subtle findings may be missed by less experi 
e nced observers. Hcmorrh:~ges most o ften appear as 
unilateral o r bilateral high-density collections of fresh 
blood that arc thin but extensive; a particular pro · 
pensity fo r the interhemispheric fissure, especially 
posteriorly, is well documented .. W.40 

A peculiar and poorly understood CT find ing that 
is uniquely associated with subdural hematoma in 
infancy is extensive loss o f gray-white differentiation 
and d ifftlSe hypodensity. T his find ing can be unilat· 
eral or bilateral. The basal ganglia and posterior fos 
sa structures arc relatively spared and thus appear 
hyperdense as compared with the surrounding cere
brum, which is :~bnormally hypodense ("reversal 
sign").41 In unilateral cases, an additional wedge
shaped area of hypodensity in the contralateral fron 
tal lobe, probably reflecting subfalcinc herniation, is 
usually noted (Fig. lB). Diffuse hypodcnsity is not 
always apparent on the initial CT scan (Fig. lA) but 
appears within the first few days in intants with se
vere neurologic symptoms (i.e., unn:sponsivcness).42 

This fi nd ing is not specific for abuse, but since abuse 
is the most common cause of subdural hematoma in 
infancy, it is seen most often in association with 
abuse. 

Magnetic resonance im:~ging ( MRJ ) is usen1l in 
detecti ng and characteriz ing small exrraaxiaJ hemor
rhages in infants with equivocal CT findings. The 
identification of parenchymal contusions on MRl 
scans may also be helpful in diflcrcnriating the shak
ing- impact syndrome from the rare case of sponta· 
neous subarachnoid he mo rrhage (Fig. 2).43 Soft-tis
sue swelling may be noted on CT scans, .MRI scans, 
or plain sl-.-ull films. Plain films arc superio r to CT 
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Figure 1. Axial Cranial CT Scans in an Eight·Month·Old Unre· 
sponsive Boy Found at Home. 

A skeletal survey showed fractures of the skull, multiple ribs, 
arms, and legs. The initial CT scan (Panel A), obtained without 
the administration of contrast material, shows a right-convexity 
subdural hematoma extending onto the posterior falx cerebri 
(arrows). There is mass effect with a midline shift. A scan ob· 
tained 24 hours after surgical evacuation of the hematoma 
(Panel 8) shows hypodensity throughout the right cerebral 
hemisphere, involving both the cortex and the white matter. 
The contralateral anterior frontal lobe is also characterized by 
decreased density. Blood remains visible along the falx cerebri. 

scans for the detection of skull fractures, which arc 
found most commonly in the occipital or parieto· 
occipital regions. Multiple or complex skull fractures 
have been associated with abuse:~0.44,4 S 

A skeletal survey is essential in the evaluation of a 
child for the shaking- impact syndrome, since extra· 
cranial abnormalities are detected in 30 to 70 per
cent of abused children with head injuries.40,46 A 
wide variety of skeletal injuries have been described. 
Although none arc strictly pathognomonic of abuse, 
multiple posterior or lateral rib fractu res and meta
physeal fractures arc characteristic. ln some patients, 
delayed repeated films or radionuclide bone scans 
arc necessary to detect sites of subtle injury.47.48 

Some itlfants with previous inflicted injuries pre· 
sent with chronic subdural hematomas, although 
data from studies of such infants are scarce. [n Par· 
ent's series, 44 percent of infants with chronic sub
dural hematomas were thought to have sustained 
previous inflicted injuries.49 The diagnosis in thjs 
population rests largely on the finding of unex
plained skeletal or other injuries indicative of abuse. 
Treatment of symptomatic chroruc subdural hemato
ma usually includes surgical drainage o r shunting. 

I NITIAL MANAGEMENT, CLI NICAL 
COURSE, AND OUTCOME 

The initial treatment of infants with markedly im
paired consciousness includes intubation, ventila
tion, fluid resuscitation, and anticonvulsant therapy. 
Surgical evacuation should be considered in the case 
of a large acute hematoma.>o.st The value of aggres
sive management of intracranial hypertension has 
been questioned on the basis of outcome studies, 
which show that intanrs who present with poor 
prognostic indicators, especially bilateral difl'ltse hy
podcnsity on CT scans, have dismal outcomes re
gardless of treatment. Less severely injured infants 
arc treated with anticonvulsant agents and closely 
observed; recovery is variable in such cases.l6.52 

In infants who succumb, the cause of death is un 
controllable intracranial hypertension. Remarkable 
cortical and whirc-mattcr atrophy is seen consistent
ly on follow-up ncuroradio logic srudies (Fig. 3 ) in 
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Figure 2. T2-Weighted Axial Cranial MRI Scan in a Four-Month
Old Girl Reported to Have Fallen from a Low Height. 
Gradient-echo imaging was used with the technique of the fast 
low-angle shot (FLASH) to demonstrate blood products. Areas 
of acute hemorrhage on both frontal cortica l surfaces can be 
seen (arrowheads), along with proteinaceous extraaxial collec
tions. This infant also had multiple rib fractures. 

survivors with diffi1se hypodensity during the acute 
period. 

TIMING OF THE INJ URY 

Since the history is ofi:en umcliable in cases of the 
shaking-impact syndrome, info rmation abo ut the 
riming of the injury must be extrapolated from data 
on accidental trauma. Acute subdural hemaroma as
sociated with severe neurologic compromise, brain 
swelling, or death occurs in the setting of a dear in
jury involving a major mechanical force and is fol 
lowed by the immediate or rapid onset of neurologic 
symproms.53 ln a series of 95 children who died 
ti·om accidental head injuries, all but l of the chil
dren had an immediate decrease in the level of con
sciousness; the exception was a patient with an ex
panding epidural hematoma.s4 This type of injmy, 
generated by comact torces to the skull and dura, is 
usually nor associated with a serious primary brain 
injury and is rarely associated with child abuse. 111 

Other reports of delayed deterioration after pediatric 
head injury have primarily involved the onset of sei
zures, followed by recovery.ss On the basis of these 
data, it can be discerned that there is no evidence of 
a prolonged inten,al of lucidity between the injury 

and the onset of symptoms in children with acute 
subdural hematoma and brain swelling - the inju
ries also seen in severe cases of the shaking-impact 
syndrome (i.e., those associated with coma or death). 
Thus, an alert, well-appearing child has not already 
sustained a devastating acute injury that will become 
clinically obvious hours to days later. 

The timing of the traumatic event is more difficult 
to establish in patients with mild neurologic injuries 
and is determined on the basis of general physical 
and radiologic findings. T hese methods can indicate 
only a general time frame. 

A separate issue concerns the possibility of a sub
clinical injury that is later exacerbated by a relat ively 
minor second mechanical trauma. Such rare events 
have been reported in older children and adults, 
usually in the setting of acute subarachnoid and sub
dural hemorrhage and brain swelling related to re
current impact to the head involving well-document
ed concussive forces during sports activitiesY>.S7 This 
pattern of injury, with a clear time line and rapid, 
well-described acute deterioration, stands in sharp 
contrast to the vague histories of previous episodes 
of trivial trauma that are sometimes suggested as 
possibly causative in the shaking-impact syndrome. 
There is no evidence that traumatic acute subdural 
hematoma, particularly that leading to death, occurs 
in otherwise healthy infants in an occult or subclin
ical manner. 

AUTOPSY FI N DI NGS 

Although there arc some variations, pathological 
findings in infants who have been shaken and bat
tered are remarkably consistent. Evidence of external 
injury has been found in up to 85 percent of such 
infants and is most often located in the head and 
neck. Scalp trauma is sometimes visible o nly afi:er 
the hair has been shaved. Autopsy detects fractures 
in 25 percent of affected infants.ss tracturcs involv
ing the skull are most common in the posterior pa
rietal bone or occipital bone or both. 

Subdural hemorrhage, usually lo calized at the 
parieto-occipital convexity o r posterior interhemi 
spheric fissure, is the most consistent autopsy finding 
in shaking- impact syndrome.ll.2l Such hemorrhages 
typically range from 2 to IS ml in volume and al
most never cause death because of direct mass ct: 
kct.58 In most fatal cases, the hemorrhage is acutc 
and involves liquid blood o r a small clot resembling 
currant jelly. 

With fatal injuries, estimates of the rime at which 
the injury occurred rely on clinical, radiologic, and 
postmortem findings. Hirsch has provided guide
lines tor determining the age of a subdural hemato
ma on the basis of its gross features and micro
scopical characteristics.59 Various factors limit the 
reliability of these methods; for example, reduced 
cerebral blood tlow may impede the cdlular re-
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Figure 3. Follow-up Brain Images in Two Infants Injured at Four 
Months of Age. 

A T2-weighted axial MRI scan in one infant (Panel Al shows se
vere encephalomalacia involving the entire right cerebral hemi
sphere, with subcortical cystic changes. The ventricles are en
larged because of atrophy. The left frontal lobe is atrophic, 
whereas the basal ganglia and the remainder of the left hemi
sphere are relatively spared. An axial CT scan in the other in· 
fant (Panel 8) shows bilateral diffuse encephalomalacia involv
ing the supratentorial cortical and subcortical regions, with 
cysts and calcifications. The markedly atrophic brain (arrows) 
is surrounded by proteinaceous subdural fluid. 

sponse. Iron staining must be performed to detect 
hemosiderin, if previous or old hemorrhage is sus
pected. Most infants who die within a few days after 
presentation have no evidence of organization of the 
hematoma. 

Superficial contusions arc most frequent in the ol
factory bulbs and tracts and underlying gyrus rcc
tus.ss Of greater mechanical importance are gliding 
contusions, tears of the corpus callosum, and diffuse 
axonal injury, which result from extreme rotational 
forcc.60·62 Occasionally, the ventricular wall, the vein 
of Galen, or even the vertebral artery may be torn. 
The rostral brain stem may be damaged as a conse
quence of the forces of angular decelcration.6J Cer
ebral edema is common in infants who survive for 
hours or days, and necrosis is often observed. 

Acute hemorrhage along the sheath of the optic 
nerve is typically most obvious at d1e junction of d1c 
nerve and the globe. Retinal hemorrhages occupy 
any or all layers of the retina and may be preretinal 
or subretinal as well. Occasionally, largc vitreous 
hemorrhages arc prcsent.58.64.6S 

Careful dissection of the cervical region is essen
tial. The prosectOr must remove the brain and spinal 
cord in continuity, since the most common site of 
cervical injury is Cl to C4. Tissue sampling for mi
croscopical study should include typical sites of dif
fuse axonal injury, with the realization that gross 
hemorrhage may be absent. The exact time course 
for the development of axonal retraction balls during 
the initial hours after injury is a matter of dcbate.00 1>8 

Some affected infants survive with intcUecntal and 
neurologic deficits (including blindness) f()r weeks, 
months, or years after the injury. The findings in 
these cases include well -demarcated cavities, primar
ily in the frontal lobes, representing tht: residua of 
the gliding contusions; more widespread cystic o r 
noncystic gray-matter damage; scars in the centrum 
ovalc, corpus callosum, or both; and chronic retinal 
damage with secondary optic-nerve degeneration. 

PATHOPHYSIOLOGIC FACTORS 

The causes of the severe brain swelljng and subse
quent extreme tissue loss in int3nts with the shak
ing-impact syndrome who survive arc incompletely 
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understood and are unique to thjs age group. Most 
accidental subdural hematOmas in infants arc caused 
by motor vehicle collisions or falls from substantial 
heights, but in these cases, both diffuse brain swell
ing and fatal outcomes have been reported.3,19.27.69 

Johnson ct al. have suggested that when crying in
fants arc shaken until apnea renders them silent, hy
poxia is the primary pathophysiologic event. 26 How
ever, the finding of unilateral hypodensity in one 
third of cases suggests that global hypoxia is not the 
only factor, nor docs the pattern of delayed atrophy 
match that seen in survivors of isolated hypoxic injury 
from other causes. Cervical trauma has been reported 
on the basis of autopsy findings in cases of inflicted 
head injuries, although clinjcal signs of spinal cord in
jury arc rare. 21·7o Vessel occlusion, perhaps resulting 
from concomitant strangulation, has been suggested 
to explain the cases of more unilateral tissue loss.71 
However, this explanation is rarely borne out by the 
findings on MRJ angiography or autopsy.ss 

The most consistent finding in cases of the shak
ing- impact syndrome is the presence of subdural 
and subarachnoid blood. Hemorrhage therefore is 
both a marker for the threshold of force required to 
cause the injury and a likely pathophysiologic con 
tributor to the resultant brain damage. It thus ap
pears that some combination of mechanical trauma, 
hemorrhage, hypoxia, and possibly seizure activity 
overwhelms the compensatory mechanisms of the 
immature brajn, resulting in massive swelling and 
widespread neuron:~! loss. A further understanding 
of these processes will require more scrutiny and 
better experimental models.72 75 

DIFFERENTIAL DIAGNOSIS 

No other medical condition full y mimics all the 
fcan1res of the shakjng-impact syndrome. Several 
patterns of clinical and radiographic findings allow a 
definitive ruagnosis. These include a history of trivial 
or no trauma, acute subdural hemorrhage, and unex
plained cxtracranial bony injuries or clearly inflicted 
soft -tissue injuries; and a defmitc history of no possi
bility of trauma with clear physical or radiologic evi
dence of head impact with subdural hemorrhage. Al
though not necessary for the diagnosis, the findings 
of retinal hemorrhages or multiple fractures in differ
ent stages of healing make the diagnosis more ccr
tain. ' ·76 It is clear that some suspicious cases '<viii have 
insufficient fi ndings with which to make a firm diag
nosis. An algorithm has been developed tO help dif· 
fcrentiatc injuries that can be assumed to be inflicted 
from those th:n arc suspicious, for the purpose of 
dassif)•ing cases in clinical research. The results with 
this :~ lgorithm are closely correlated with the deter
minations of the child-abuse team at our institution.·1 

The sing le most common diagnosis mimicking 
nonaccidental trauma is accidental injury. Small epi 
dural hemorrhages and tmum:~tic subarachnoid hem-

orrhagcs can be mistaken for subdural hematomas; 
MRJ may be helpful in these insranccs.n Accidental 
subdural hemorrhages h:~ve been repo rted in infant~ 
after motor vehicle collisions or fall s involving sub
stanti:~l angular dccelcration.19.2?,6CJ,77 Infants with en 
larged extraaxial spaces, such as may be seen in some 
cases of shunted hydrocephalus, appear to be at in
creased risk for subdural o r subaraclu1oid hemor
rhage with lesser degrees of trauma .78 In cases of 
accidental head injury, the history is clear and con
sistent, the infant's symptoms reflect the forces de
scribed, and no unexplained skeletal injuries are iden
tified. 

A variety of coagulopathies arc associated with in
tracranial hemorrhage in infants, including hemo
philia and hypoprothrombinemia caused by vitamin 
K deficiency_79.so These disorders arc suggested by 
the clinical history, physical findings, and laboratory 
tests. Transient prolongation of the prothrombin 
time and djsseminated intravascular coagulopathy 
have been associated with the presence of parenchy
mal brain injury in infants with accidental trauma 
and in those with inflicted trauma.38.81 Recommend
ed screening tests include assessment of the platelet 
count, prothrombin time, activated partial -throm 
boplastin time, and bleeding time; abnormal values 
merit further evaluation. 

Osteogenesis imperfecta is a rare inherited disor
der of connective tissue t hat results from an abnor
mal quantity or quality of type I collagen. This dis
order is usually readily distinguished from injuries 
caused by child abuse, although the physical features 
of osteogenesis imperfecta may be subtle. In addi 
tion to fractures, suggestive findings include blue 
sclerae, hearing impairment, dentinogenesis impcr
fecta, hypermobility of the joints, bruising, short 
stature, radiographic evidence of wormian bo nes, os
tcopcnia, bowing and angulation of healed fractures, 
and progressive scoliosis. Although uncertainty about 
the d iagnosis is usually related to unexplained skele
tal injuries, subdural hemorrhage is a rare complica
tion of the ruseasc.s2 Fractures associated with osteo
genesis imperfecta usually involve the diaphyses of 
long bones, bur rib fractures, fractures of varying 
ages, and in rare cases, metaphyseal fractures can oc
cur.s3,84 Biochemical analysis of cultured skin fibro 
blasts is diagnostic in approximately 85 percent of 
patients with the disease.ss Clinical and radiographic 
evaluation by an experienced examiner is usually suf: 
ficicnt to distinbrtlish osteogenesis impcrfecta from 
injuries caused by child abuse, with biochemical 
testing reserved for cases in which the di:~gnosis is 
uncerrain .~4 

Glutaric aciduria type l is a metabolic disorder 
caused by a defect of glutaryl- cocnzyme A dehy
drogenase. The o nset of clinical symptoms may be 
acute or insidious, and the findings may include de
velopmental delay, hypotonia, d)'skinesia, co rtical at -
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rophy, .md <; ubdural colkcrion11 .~1• Skeletal inj uries 
. md n.:tin ,\1 hemorrhage!> have nut bc.:en d c.:scrihed .1s 
parr o~· rho..: disease. Urin:u y s.:rec.:ning f(>r this di:.or
der should he considered in int:lnts with appropri.tte 
dinical findings. 

CO NCLUSIONS 

T he !>baking- impact syndrome is a commo n, se
rious injur)' resul ting from major mechanical lorces. 
If t he histo ry and the physical and radio logk find
ings .1re st1ggesrive o f this d iagnosis, t he patient 
should be .1dmitted to t he hospi tal to r t reatment. A 
thoro ugh, unbiased evaluation is c.:ssemial. If abuse 
is suspected , the law requires that the appropriate 
child-welfa re and law-enf()rc.:ement .1gencies be no ti
lied . Caretakers should be informed, in a nonaccu
satory manner, t hat the d iagnosis is suspected and 
that investigative procedures will be necessary fo r 
the welfare of the child . T he medical record has 
g reat legal importance , and cardi.1l documentation 
will later bendit the physician, who may be subpoe
naed to test ify in court. 

T he tutun: safhy of a child with the shaking
impact syndrome rests on the physician's abili ty tO 
reco gnize its chara.:reristic features. Effective pre
' 'ention strategies must be guided by an improved 
understanding of the pathophysiology and causes of 
this commo n disorder. 
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Profiles in Patient Safety: Confirmation Bias
in Emergency Medicine
Jesse M. Pines, MD, MBA

Abstract
Confirmation bias is a pitfall in emergency care and may lead to inaccurate diagnoses and inappropriate
treatments and care plans. Because of the increasing severity and volume of emergency care, emergency
physicians often must rely on heuristics, such as rule-out protocols, as a guide to diagnosing and treating
patients. The use of heuristics or protocols can be potentially misleading if the initial diagnostic impression
is incorrect. Tominimize cognitive dissonance, cliniciansmay accentuate confirmatory data and ignore non-
confirmatory data. Clinicians should recognize confirmation bias as a potential pitfall in medical decision
making in the emergency department. Reliance on the scientific method, Bayesian reasoning, metacogni-
tion, and cognitive forcing strategies may serve to improve diagnostic accuracy and improve patient care.
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M
r. W is a 51-year-old diabetic male who
presents to the emergency department (ED)
with a seven-day history of lumbar lower back

pain that occurred immediately after lifting a heavy box
at work. He is triaged at 2:00 AM and is seen by Dr. J at
2:45 AM. He reports radiation of pain down the front of
his leg and denies trauma, and bowel or bladder abnor-
malities. He has been using high-dose Motrin (600 mg ev-
ery 6 hours) to relieve the pain. He reports a pain severity
of 10/10. He has no other medical problems, smokes
marijuana occasionally, and has a distant history of IV
drug abuse. Triage vitals are as follows: blood pressure,
150/91; heart rate, 105 beats per minute; temperature,
100.5ºF; and respiratory rate, 16 respirations per minute.
He took 600 mg of Motrin 1 hour before ED arrival. He
reports that he has been unable to work all week and
needs a written excuse for his boss.
The nurse approaches the emergency physician (EP)

and states, ‘‘Mr.W is here again. He is here all the time re-

questing pain medicine and work excuses for lower back
pain. He was even here yesterday and was seen by your
colleague, Dr. S, [was] diagnosed as having a muscle
strain or a herniated disk, [was] given two Percocet orally,
and [was] told to follow up with his primary physician.
Let’s get him out of here.’’ Because it is a busy night, no
rooms are available and Mr. W is examined in the hall.
He states that he was told to return if he had a fever.
Mr. W states that he thought he had a fever at home but
did not have a thermometer. On exam, he is very uncom-
fortable lying recumbent on a stretcher next to his wife,
who looks very concerned. Head, neck, heart, lung, and
abdominal examination are normal. Back examination
reveals diffuse lumbar bony and paraspinous tenderness.
He is unable to tolerate a straight-leg raise because of
pain. The neurological examination is grossly nonfocal,
and he has no major deficits in sensation or motor ability.
No rectal or perineal examinations are performed
because he is in the hall. He states that the Percocet that
he received last night helped ‘‘a little’’ with the pain but
did not relieve it completely.

Scenario 1
While the ED nurse is writing the chart, she again ap-
proaches Dr. J: ‘‘Come on.Dr. S saw him last night and
thought he was fine. I dipped his urine again tonight
and it was normal. Let’s discharge him. There are 10 peo-
ple in the waiting room.’’ Dr. J agrees that this is likely
drug-seeking behavior and discharges the patient, giving
him two Percocet to go, and instructs him again to see his
primary physician. Two ED technicians help Mr. W to his
car so that his wife can drive him home.
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Scenario 2
Dr. J insists that Mr. W’s pain be controlled in the ED and
that he be examined in a private room. His urine is dipped
and is negative. Mr. W changes into a gown, and he
is found to have severe pain with standing and then
becomes diaphoretic. Rectal tone and perineal sensation
and skin examination are normal. Four milligrams of IM
morphine sulfate are ordered. On reexamination, the EP
notices thatMr.W is diaphoretic and that his temperature
now has risen to 102.2ºF. He states that his pain now rates
9/10. On further questioning, he admits using IV heroin
3 weeks before onset of the pain. Complete blood count,
chemistries, erythrocyte sedimentation rate (ESR), a chest
radiograph, and lumbar plain films are ordered. His white
blood cell count (WBC) is 11.8 3 103/mm3, his ESR is
47 mm/h, and the rest of his labs are unremarkable. Chest
radiograph shows no acute disease. Lumbar films show
vertebral endplate and disk destruction. Emergency mag-
netic resonance imagingwith gadolinium enhancement is
ordered and reveals findings consistent with epidural
abscess. The neurosurgery consultant is immediately
notified of the results and decides to take Mr. W to the
operating room for emergent drainage.

DISCUSSION

It is easy to imagine how the first scenario might happen
in a busy ED. EPs repeatedly are challenged to rapidly di-
agnose and treat multiple patients, some of whompresent
with potentially life-threatening illness. EPs increasingly
are being forced to work in crowded conditions and to fo-
cus on efficiency of patient throughput while attempting
to maintain the highest possible quality of care. Because
of the depth, scope, and volume of cognitive thinking re-
quired to manage patient information, medical errors of
cognition are a significant issue in emergency medicine
(EM) practice.1–5 EM particularly is susceptible to cogni-
tive errors, because clinicians are required to integrate
their knowledge base with new situations to create a
diagnostic and management plan.6 EPs face a very high
cognitive load and frequently manage many patients
simultaneously who have life-threatening and potentially
life-threatening conditions. Many studies have confirmed
that the major cause of malpractice claims in EDs is a fail-
ure to diagnose.7–9 A 1993 study found that about 2% of
patients with acute myocardial infarction mistakenly are
sent home.10

Because of the rapidity with which EPs must work and
the importance of an accurate diagnosis, it is important
that EPs be cognizant of the possibility that diagnoses
may be compromised by confirmation bias. Put simply,
this means that one may have an initial or a preconceived
idea about something and interpret subsequent informa-
tion or data so as to confirm that idea (or in the case of
EPs, to confirm the diagnoses). As a specialty, EPs have
developed skills that open them to potential errors in
cognition such as confirmation bias.
In the case presentation, an initial biased approach may

be for Dr. J to confirm Dr. S’ diagnosis of musculoskeletal
back pain without further in-depth examination and in-
vestigation. Certain elements in the history confirm his
judgment. The natural inclination of a busy EP is to sort
patients quickly by categorizing them by diagnostic or

treatment strategy.11 In this case, the EP may accentuate
the historical elements confirming the diagnosis of mus-
culoskeletal back pain (preceded by injury, previous diag-
nosis, and history of many ED visits) and not investigate
further pertinent historical elements (e.g., when pressed,
Mr. W admitted to recent intravenous drug abuse).
Confirmation bias is related closely to anchoring bias,

which can come into play when there is an incorrect ini-
tial impression and the focus of the evaluation is centered
on that initial impression. For example, in this case, our
patient who presents with classic musculoskeletal back
pain (and multiple visits) actually has an epidural abscess,
or a patient treated frequently for migraine headaches
actually has an acute subarachnoid hemorrhage.
Because of the volume and acuity of care in an ED, quick

sorting and categorization can serve to reduce the already
high cognitive load required to manage multiple pa-
tients.12 One study of trauma patients found that there
were reasoning errors in 100%of trauma resuscitations.13

The use of heuristics is a necessary evil in caring for ED
patients. The use of heuristics is inevitable to allow clini-
cians to maintain efficiency and not chase the metaphor-
ical zebras (a colloquial term designating those possible
diagnoses that are least likely and most difficult to con-
firm on the basis of given clinical data, as in the saying,
‘‘when you hear hoofbeats, think horses, not zebras’’).
Thus, attaching safeguards to the heuristics, rather than
avoiding the heuristics, has been a solution for error
avoidance. However, sometimes the initial clinical suspi-
cion is not borne out by results of diagnostic tests, re-
peated examinations, and observation. When the initial
clinical suspicion is high for a particular illness, the EP
may place more emphasis on confirmatory data than on
nonconfirmatory data. For example, in this case, because
the nurse and Dr. S both see the likely diagnosis as
musculoskeletal pain, Dr. J may preferentially search for
information that confirms that diagnosis and not ap-
proach Mr. W as if he were a new case of severe lower
back pain. Thus, the influence of confirmation bias can
lead to errors in medical decision making. This can be
even more powerful when, in a clinician’s judgment,
a constellation of signs and symptoms appears pathogno-
monic of a particular illness, or when another physician
has already made a diagnosis. The tendency to over-
emphasize confirmatory data (confirmation bias) often
can compromise the ability of EPs to accurately diagnose
and treat patients. This can lead to EPs overlooking vital
information and not asking all the right questions needed
to diagnose and treat patients accurately.
Confirmation bias occurs when people selectively focus

upon evidence that supports their beliefs or what they
want or believe to be true, while ignoring evidence that
serves to disconfirm those ideas. Confirmation bias is
a very human way of thinking. Francis Bacon described
confirmation bias as follows in 1620:

The human understanding when it has once adop-
ted an opinion (either as being the received opinion
or as being agreeable to itself) draws all things else
to support and agree with it. And though there be
a greater number and weight of instances to be
found on the other side, yet these it either neglects
and despises, or else by some distinction sets aside
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and rejects; in order that this great and pernicious
predetermination the authority of its former conclu-
sions may remain inviolate.14

Confirmation bias is well documented in the behavioral
and economic literatures.15–17 It empirically is even stron-
ger when information is presented sequentially, as it is in
clinical emergency care, compared with when all the in-
formation is available up front.18 Variability in the tempo-
ral processing and receipt of information may influence
decision making because the longer a person holds onto
a decision or approach, the more difficult it becomes for
him or her to break from that thinking.

When multiple providers are caring for a patient, con-
firmation bias can have a variable effect on guiding accu-
rate diagnosis and treatment. Other providers caring for
the same patient may verbally confirm a diagnosis or re-
inforce the initial categorization of a patient by the initial
diagnostic impression. In the case of an EM resident
presenting a patient in the assessment-oriented way, in
which the assessment precedes the presentation, confir-
matory data may be highlighted to reinforce the assess-
ment, whereas nonconfirmatory data (that may or may
not have been asked for) may be omitted.19 However,
the presence of multiple providers may help prevent con-
firmation bias because one provider may get a critical bit
of information that differs from the first providers’, and
he or she accordingly changes the plan of care. When a
medical student spends an hour taking an exhaustive
history and physical examination, that student’s lack of
direction (and lack of knowledge of heuristics) ultimately
can lead to pertinent information being found that may
not have been found in a briefer encounter.

Further examples of confirmation bias affecting a con-
clusion on a less individual basis include a drug vendor’s
interpretation of a study designed to validate the use of
its product (and publication of the same). In addition,
when clinical policies or pathways designed by clinicians
occur in a hospital with a particular research interest in
a mode of therapy, or sponsorship by a particular vendor,
confirmatory data may be accentuated in a nonscientific
manner.

An additional level of complexity in the EM decision-
making process occurs when a clinical impression is
strong enough to guide diagnosis without the support of
confirmatory data.An example of this is a patientwith typ-
ical features of chest pain resembling an acute coronary
syndrome. Adjunctive data may not support this, such as
a negative cardiac marker or electrocardiogram (that
may be normal in the early stages of acute myocardial in-
farction), but often definitive diagnostic workup may not
be immediately available to emergency healthcare pro-
viders (cardiac catheterization), and a judgment must be
made on clinical grounds. Confirmatory tests in this situa-
tionmust be takenwith an in-depth understanding of both
the value (sensitivity and specificity) and limitations of
available historical information, ED testing, and appropri-
ate use of all the available data in clinical decision making.
Here confirmation bias can be helpful because even in the
face of negative data (ECG, cardiac markers), a high level
of clinical suspicion is not changed by the objective data.

A related concept is cognitive dissonance, which holds
that it is psychologically uncomfortable to hold contra-

dictory cognitions.20 It can be confusing when an unex-
pected result (usually negative) comes back on a patient
in whom the illness in question was highly suspected.
This can lead to disposition issues. When the initial im-
pression is highly suspicious for serious illness and the
initial search for a cause is not fruitful, EPs sometimes
may accentuate any positive data to support a justification
for hospital admission. This again is a beneficial effect of
confirmation bias when it leads to appropriate patient
care.
Physicians and scientists are prone to confirmation

bias, as are practitioners in many other academic disci-
plines. The more that researchers believe that they are
right, the greater weight they place on confirmatory in-
formation. One study in which journal reviewers were
asked to evaluate manuscripts that described identical
experimental procedures reporting variable results
(positive, negative, or mixed) found that reviewers were
strongly biased against manuscripts that reported results
contrary to their theoretical perspective.21,22

One solution to managing data and decision making in
high workload situations is the presence of automation.
Automation in clinical medicine is analogous to clinical
guidelines, such as protocols that may be present in
a chest pain center (rule-out protocols).23 These may
even be built into clinical information systems or ED pro-
tocols. A recent study in the aviation literature showed
that automation was helpful in guiding initial plans but
found that one third of pilots failed to revise flight plans
as a result of change in conditions.24 One could argue
that the presence of automation may even hinder the abil-
ity to reconsider alternative diagnoses when there exists
a location bias (chest pain center). This may lead to a pa-
tient who has chest pain secondary to cholelithiasis being
misdiagnosed after a cardiac evaluation. Automation in
clinical information systems may be very useful in reduc-
ing medication errors,25 but built-in forcing strategies
such as ‘‘trauma labs,’’ ‘‘toxicology labs,’’ or ‘‘rule out cho-
lecystitis with labs and ultrasound,’’ may result in missed
diagnosis if the initial impression (anchoring bias) is in-
correct.
Additionally, the use of so-called screening labs should

be used principally in the way they were designed: as
screening tests (i.e., not as diagnostic tests). For example,
when a patient who is a poor historian presents with non-
specific symptoms, the use of screening labs most often is
not helpful to the patient, and further historical evaluation
must be done to identify a source for the complaint (i.e.,
calling family and other providers). Aside from consum-
ing health care dollars by performing tests that are very
unlikely to help the patient, when abnormal test results
return that were not appropriately ordered in the first
place, it might lead physicians to jump to inappropriate
diagnostic conclusions.
Schermer26 stated, ‘‘Smart people believe weird things

because they are skilled at defending beliefs they arrived
at for nonsmart [sic] reasons.’’ Because of the increasing
complexity of cases and the cognitive load required to
take care of them, EPs must rely on heuristics to care
for many patients. One solution to confirmation bias is
the application of the scientific method, in which the
intent is to disprove a belief as opposed to searching
for only confirmatory evidence. Although thismakes sense
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in theory, it takes an experienced clinician to be unaf-
fected by the confirmation bias of the initial diagnostic
impression. The scientific method also can have its own
pitfalls. In the case of chest pain of potential cardiac
origin, one cannot start with the impression that it is pres-
ent and then look for evidence to disprove it, because
obtainable data beyond the clinical impression are not
strong enough to overrule the initial impression. Evi-
dence that disproves can be just as suspect as evidence
that confirms; it depends on the likelihood ratios (or
sensitivity and specificity) of the evidence used.
A particularly robust approach that is particularly use-

ful in EM involves Bayesian reasoning, in which known
data on tests are combined with initial clinical impres-
sions (pretest probabilities) to derive accurate diagnostic
probabilities of disease (posttest probability).27 For exam-
ple, when the clinician has a high clinical suspicion (pre-
test), nonconfirmatory data are more likely to be false
(false negative), and confirmatory data are more likely to
be true, than if the pretest clinical suspicionwas low. It be-
comes appropriate to emphasize nonconfirmatory data to
a lesser degree. Changing the diagnostic impression as
a result of a negative test is more likely to cause a diagnos-
tic error. Examples of this include using a normalWBC to
exclude the diagnosis of appendicitis in a classic clinical
presentation, or excluding pulmonary embolism in a pa-
tient with a moderate clinical probability but a normal
D-dimer. Key skills in Bayesian reasoning are deciding
whether and how the test will contribute to diagnostic
certainty before ordering it and interpreting the result
in light of the pretest probability. If the test is ordered spe-
cifically to confirm a positive diagnosis, then the clinician
should disregard a negative result. For example, in the
hypotensive trauma patient, free abdominal fluid on the
FAST exam should lead directly to laparotomy (if there
is no other reason for hypotension); however, if no free
fluid is seen, the test is not sensitive enough to rule out
intraabdominal injury, and the patient should be further
evaluated (laparotomy if the patient remains unstable;
abdominal CT if they are stable). If it is done to refute a
diagnosis (i.e., as rule-out), a positive diagnosis similarly
only calls for further tests. An example of this is the use
of the ESR for temporal arteritis in an otherwise low-
risk patient. If the ESR is elevated, a biopsy still is needed
before a definite diagnosis can be made; if the ESR is low,
clinicians can be fairly certain that temporal arteritis is
not present. In these ways, the use of heuristics and
confirmation bias actually may prevent misdiagnosis in
that they may prevent the physician from leaving the
most probable diagnosis to chase a zebra.
Confirmation bias is an issue for clinicians taking the

initial history when the first impression steers the history
in such a way that the physician poses questions that con-
firm the impression and may not ask the ones that might
suggest a different diagnosis. The physician is not neces-
sarily ignoring relevant data; however, the chain of
thought that he or she follows simply is not allowing
him or her to steer in the direction of seeking truth.
Sometimes, because of distractions, such as thoughts

of other patients who are being treated concurrently,
the EP may gloss over certain things in the history while
seeking the list of typical presenting features of the
suspected disease. This last situation was eloquently

expressed by Simon and Garfunkel, who sang, ‘‘A man
hears what he wants to hear and disregards the rest.’’
The practice of EM requires the processing of multiple
complex data elements in a real-time, high-stakes envi-
ronment. Patient re-evaluation ideally should occur at
every step of the process as new data become available,
and EPs should update posttest probabilities on the basis
of new information.
A solution suggested by Croskerry and Sinclair6 is the

use of metacognition by experienced providers and edu-
cation of medical students and residents on the use of
this cognitive strategy. Metacognition involves stepping
back and thinking about the cognitive process that goes
into making a decision. Specifically, medical educators
should focus on teaching the cognitive process to stu-
dents and residents and should realize the limitations of
medical data by using cognitive aids (such as computers
and personal data assistants). They need to consciously
step back and see the broader range of possibilities, re-
examine decision making as new data become available,
avoid overconfidence, and effectively select strategies to
deal with problems in decision making.
Another potential solution is the use of cognitive forc-

ing strategies. These can be categorized into universal,
generic, and specific strategies. A universal cognitive
forcing strategy is defined as a generalized understanding
of the error theory and the appreciation and application
of metacognition. A generic cognitive forcing strategy
involves understanding the general heuristics in medical
decision making and under what circumstances they
fail. Understanding and recognizing confirmation bias
is a subset of this process, and clinicians must be aware
of such bias to adjust initial impressions on the basis of
new objective data. Search-satisficing, or calling off
a search once a positive result is found, is an example
of a generic strategy that could be applied to stopping
a search for coingestants in a toxic poisoning once a
primary ingestant is found. A specific cognitive forcing
strategy relates to known pitfalls in specific diagnostic
workups.6 There are many pitfalls in clinical EM; for
example, failure to consider a closed-head injury in an
inebriated patient. In this sense, the usage of a cognitive
forcing strategy is the deliberate usage of a particular
strategy in a specific situation that optimizes medical
decision making and minimizes error.6

Still, urgent clinical decisions must be made in EDs
without complete information. These strategies need
to be balanced against the dangers of indecision in
cases (and busy departments) in which delay can have
adverse consequences to the patient or to those waiting
to be treated. The nature of EM is, whether providers
like it or not, tied to situations in which the ED is crowded
and the demand for services is pushed to capacity. Simply
acknowledging this brings providers no further toward
a safer system for patients or providers.
Even the information that is available is imperfect: his-

torical information and physical examination results both
have high interrater variability, and diagnostic tests or-
dered in the ED each have an intrinsic error rate (sensitiv-
ity and specificity) that must be considered. Recognition
and understanding that confirmation bias may exist may
help clinicians to rethink the objective data when using
a specific data point to guide medical decision making.
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CONCLUSIONS

Stepping back and reconsidering the objective facts may
guide clinicians to reconsider the initial impression and
pursue a completely different diagnostic strategy. Using
and teaching metacognition and an understanding of er-
ror theory and cognitive forcing strategies may be helpful
in minimizing confirmation bias. When the initial clinical
impression is not corroborated by objective data, EPs
must be open to revisiting the possibility of an inaccurate
diagnosis and may have to start again at diagnostic time
zero or, alternatively, defer to an appropriate inpatient
or outpatient workup.
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ABSTRACT

The great majority of medical diagnoses are made using automatic, efficient cognitive processes, and these
diagnoses are correct most of the time. This analytic review concerns the exceptions: the times when these
cognitive processes fail and the final diagnosis is missed or wrong. We argue that physicians in general
underappreciate the likelihood that their diagnoses are wrong and that this tendency to overconfidence is related
to both intrinsic and systemically reinforced factors. We present a comprehensive review of the available
literature and current thinking related to these issues. The review covers the incidence and impact of diagnostic
error, data on physician overconfidence as a contributing cause of errors, strategies to improve the accuracy of
diagnostic decision making, and recommendations for future research. © 2008 Elsevier Inc. All rights reserved.
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Not only are they wrong but physicians are “walk-
ing . . . in a fog of misplaced optimism” with regard
to their confidence.

—Fran Lowry1

Mongerson2 describes in poignant detail the impact of a
diagnostic error on the individual patient. Large-scale sur-
veys of patients have shown that patients and their physi-
cians perceive that medical errors in general, and diagnostic
errors in particular, are common and of concern. For in-
stance, Blendon and colleagues3 surveyed patients and phy-
sicians on the extent to which they or a member of their
family had experienced medical errors, defined as mistakes
that “result in serious harm, such as death, disability, or
additional or prolonged treatment.” They found that 35% of
physicians and 42% of patients reported such errors.

A more recent survey of 2,201 adults in the United States
commissioned by a company that markets a diagnostic deci-
sion-support tool found similar results.4 In that survey, 35%
experienced a medical mistake in the past 5 years involving
themselves, their family, or friends; half of the mistakes were
described as diagnostic errors. Of these, 35% resulted in per-
manent harm or death. Interestingly, 55% of respondents listed
misdiagnosis as the greatest concern when seeing a physician
in the outpatient setting, while 23% listed it as the error of most
concern in the hospital setting. Concerns about medical errors
also were reported by 38% of patients who had recently visited
an emergency department; of these, the most common worry
was misdiagnosis (22%).5

These surveys show that patients report frequent experi-
ence with diagnostic errors and/or that these errors are of
significant concern for them in their encounters with the
healthcare system. However, as pointed out in an editorial
by Tierney,6 patients may not always interpret adverse
events accurately, or may differ with their physicians as to
the reason for the adverse event. For this reason, we have
reviewed the scientific literature on the incidence and im-
pact of diagnostic error and have examined the literature on
overconfidence as a contributing cause of diagnostic errors.
In the latter portion of this article we review the literature on
the effectiveness of potential strategies to reduce diagnostic
error and recommend future directions for research.

This research was supported through the Paul Mongerson Foundation
within the Raymond James Charitable Endowment Fund (ESB) and the
National Patient Safety Foundation (MLG).

Statement of author disclosures: Please see the Author Disclosures
section at the end of this article.

Requests for reprints should be addressed to Eta S. Berner, EdD,
Department of Health Services Administration, School of Health Profes-
sions, University of Alabama at Birmingham, 1675 University Boulevard,
Room 544, Birmingham, Alabama 35294-3361.

E-mail address: eberner@uab.edu.

0002-9343/$ -see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.amjmed.2008.01.001

The American Journal of Medicine (2008) Vol 121 (5A), S2–S23

mailto:eberner@uab.edu


INCIDENCE AND IMPACT OF DIAGNOSTIC
ERROR
We reviewed the scientific literature with several questions
in mind: (1) What is the extent of incorrect diagnosis?
(2) What percentage of documented adverse events can be
attributed to diagnostic errors and, conversely, how often do
diagnostic errors lead to adverse events? (3) Has the rate of
diagnostic errors decreased over time?

What is the Extent of Incorrect Diagnosis?
Diagnostic errors are encountered in every specialty, and are
generally lowest for the 2 perceptual specialties, radiology
and pathology, which rely heavily on visual interpretation.
An extensive knowledge base and expertise in visual pattern
recognition serve as the cornerstones of diagnosis for radi-
ologists and pathologists.7 The error rates in clinical radi-
ology and anatomic pathology probably range from 2% to
5%,8–10 although much higher rates have been reported in
certain circumstances.9,11 The typically low error rates in
these specialties should not be expected in those practices
and institutions that allow x-rays to be read by frontline
clinicians who are not trained radiologists. For example, in
a study of x-rays interpreted by emergency department
physicians because a staff radiologist was unavailable, up to
16% of plain films and 35% of cranial computed tomogra-
phy (CT) studies were misread.12

Error rates in the clinical specialties are higher than in
perceptual specialties, consistent with the added demands of
data gathering and synthesis. A study of admissions to
British hospitals reported that 6% of the admitting diag-
noses were incorrect.13 The emergency department requires
complex decision making in settings of above-average un-
certainty and stress. The rate of diagnostic error in this arena
ranges from 0.6% to 12%.14,15

Based on his lifelong experience studying diagnostic
decision making, Elstein16 estimated that the rate of diag-
nostic error in clinical medicine was approximately 15%. In
this section, we review data from a wide variety of sources
that suggest this estimate is reasonably correct.

Second Opinions and Reviews. Several studies have ex-
amined changes in diagnosis after a second opinion. Kedar
and associates,17 using telemedicine consultations with spe-
cialists in a variety of fields, found a 5% change in diagno-
sis. There is a wealth of information in the perceptual
specialties using second opinions to judge the rate of diag-
nostic error. These studies report a variable rate of discor-
dance, some of which represents true error, and some is
disagreement in interpretation or nonstandard defining cri-
teria. It is important to emphasize that only a fraction of the
discordance in these studies was found to cause harm.

Dermatology. Most studies focused on the diagnosis of
pigmented lesions (e.g., ruling out melanoma). For exam-
ple, in a study of 5,136 biopsies, a major change in diag-
nosis was encountered in 11% on second review. Roughly

1% of diagnoses were changed from benign to malignant,
roughly 1% were downgraded from malignant to benign,
and in roughly 8% the tumor grade was changed enough to
alter treatment.18

Anatomic Pathology. There have been several attempts to
determine the true extent of diagnostic error in anatomic
pathology, although the standards used to define an error in
this field are still evolving.19 In 2000, The American Society
of Clinical Pathologists convened a consensus conference to
review second opinions in anatomic pathology.20 In 1 such
study, the pathology department at the Johns Hopkins Hos-
pital required a second opinion on each of the 6,171 spec-
imens obtained over an 18-month period; discordance re-
sulting in a major change of treatment or prognosis was
found in just 1.4 % of these cases.10 A similar study at
Hershey Medical Center in Pennsylvania identified a 5.8%
incidence of clinically significant changes.20 Disease-spe-
cific incidences ranged from 1.3% in prostate samples to 5%
in tissues from the female reproductive tract and 10% in
cancer patients. Certain tissues are notoriously difficult; for
example, discordance rates range from 20% to 25% for
lymphomas and sarcomas.21,22

Radiology. Second readings in radiology typically dis-
close discordance rates in the range of 2% to 20% for
most general radiology imaging formats, although higher
rates have been found in some studies.23,24 The discor-
dance rate in practice seems to be �5% in most
cases.25,26

Mammography has attracted the most attention in re-
gard to diagnostic error in radiology. There is substantial
variability from one radiologist to another in the ability to
accurately detect breast cancer, and it is estimated that
10% to 30% of breast cancers are missed on mammog-
raphy.27,28 A recent study of breast cancer found that the
diagnosis was inappropriately delayed in 9%, and a third
of these reflected misreading of the mammogram.29 In
addition to missing cancer known to be present, mam-
mographers can be overly aggressive in reading studies,
frequently recommending biopsies for what turn out to be
benign lesions. Given the differences regarding insurance
coverage and the medical malpractice systems between
the United States and the United Kingdom, it is not
surprising that women in the United States are twice as
likely as women in the United Kingdom to have a neg-
ative biopsy.30

Studies of Specific Conditions. Table 1 is a sampling of
studies18,27,31–46 that have measured the rate of diagnos-
tic error in specific conditions. An unsettling consistency
emerges: the frequency of diagnostic error is disappoint-
ingly high. This is true for both relatively benign condi-
tions and disorders where rapid and accurate diagnosis is
essential, such as myocardial infarction, pulmonary em-
bolism, and dissecting or ruptured aortic aneurysms.
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Table 1 Sampling of Diagnostic Error Rates in Specific Conditions

Study Conditions Findings

Shojania et al (2002)32 Pulmonary TB Review of autopsy studies that have specifically focused on the diagnosis of pulmonary TB; �50% of these
diagnoses were not suspected antemortem

Pidenda et al (2001)33 Pulmonary embolism Review of fatal embolism over a 5-yr period at a single institution. Of 67 patients who died of pulmonary
embolism, the diagnosis was not suspected clinically in 37 (55%)

Lederle et al (1994),34

von Kodolitsch et al
(2000)35

Ruptured aortic aneurysm Review of all cases at a single medical center over a 7-yr period. Of 23 cases involving abdominal aneurysms,
diagnosis of ruptured aneurysm was initially missed in 14 (61%); in patients presenting with chest pain,
diagnosis of dissecting aneurysm of the proximal aorta was missed in 35% of cases

Edlow (2005)36 Subarachnoid hemorrhage Updated review of published studies on subarachnoid hemorrhage: �30% are misdiagnosed on initial evaluation
Burton et al (1998)37 Cancer detection Autopsy study at a single hospital: of the 250 malignant neoplasms found at autopsy, 111 were either

misdiagnosed or undiagnosed, and in 57 of the cases the cause of death was judged to be related to the cancer
Beam et al (1996)27 Breast cancer 50 accredited centers agreed to review mammograms of 79 women, 45 of whom had breast cancer; the cancer

would have been missed in 21%
McGinnis et al (2002)18 Melanoma Second review of 5,136 biopsy samples; diagnosis changed in 11% (1.1% from benign to malignant, 1.2% from

malignant to benign, and 8% had a change in tumor grade)
Perlis (2005)38 Bipolar disorder The initial diagnosis was wrong in 69% of patients with bipolar disorder and delays in establishing the correct

diagnosis were common
Graff et al (2000)39 Appendicitis Retrospective study at 12 hospitals of patients with abdominal pain and operations for appendicitis. Of 1,026

patients who had surgery, there was no appendicitis in 110 (10.5%); of 916 patients with a final diagnosis of
appendicitis, the diagnosis was missed or wrong in 170 (18.6%)

Raab et al (2005)40 Cancer pathology The frequency of errors in diagnosing cancer was measured at 4 hospitals over a 1-yr period. The error rate of
pathologic diagnosis was 2%–9% for gynecology cases and 5%–12% for nongynecology cases; errors
represented sampling deficiencies, preparation problems, and mistakes in histologic interpretation

Buchweitz et al (2005)41 Endometriosis Digital videotapes of laparoscopies were shown to 108 gynecologic surgeons; the interobserver agreement
regarding the number of lesions was low (18%)

Gorter et al (2002)42 Psoriatic arthritis 1 of 2 SPs with psoriatic arthritis visited 23 rheumatologists; the diagnosis was missed or wrong in 9 visits (39%)
Bogun et al (2004)43 Atrial fibrillation Review of automated ECG interpretations read as showing atrial fibrillation; 35% of the patients were

misdiagnosed by the machine, and the error was detected by the reviewing clinician only 76% of the time
Arnon et al (2006)44 Infant botulism Study of 129 infants in California suspected of having botulism during a 5-yr period; only 50% of the cases were

suspected at the time of admission
Edelman (2002)45 Diabetes mellitus Retrospective review of 1,426 patients with laboratory evidence of diabetes mellitus (glucose �200 mg/dL* or

hemoglobin A1c �7%); there was no mention of diabetes in the medical record of 18% of patients
Russell et al (1988)46 Chest x-rays in the ED One third of x-rays were incorrectly interpreted by the ED staff compared with the final readings by radiologists

ECG � electrocardiograph; ED � emergency department; SP � standardized patient; TB � tuberculosis.
*1 mg/dL � 0.05551 mmol/L.
Adapted from Advances in Patient Safety: From Research to Implementation.31
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Autopsy Studies. The autopsy has been described as “the
most powerful tool in the history of medicine”47 and the
“gold standard” for detecting diagnostic errors. Richard
Cabot correlated case records with autopsy findings in
several thousand patients at Massachusetts General Hos-
pital, concluding in 1912 that the clinical diagnosis was
wrong 40% of the time.48,49 Similar discrepancies be-
tween clinical and autopsy diagnoses were found in a
more recent study of geriatric patients in the Nether-
lands.50 On average, 10% of autopsies revealed that the
clinical diagnosis was wrong, and 25% revealed a new
problem that had not been suspected clinically. Although
a fraction of these discrepancies reflected incidental find-
ings of no clinical significance, major unexpected dis-
crepancies that potentially could have changed the out-
come were found in approximately 10% of all
autopsies.32,51

Shojania and colleagues32 point out that autopsy stud-
ies only provide the error rate in patients who die. Be-
cause the diagnostic error rate is almost certainly lower
among patients with the condition who are still alive,
error rates measured solely from autopsy data may be
distorted. That is, clinicians are attempting to make the
diagnosis among living patients before death, so the more
relevant statistic in this setting is the sensitivity of clin-
ical diagnosis. For example, whereas autopsy studies
suggest that fatal pulmonary embolism is misdiagnosed
approximately 55% of the time (see Table 1), the misdi-
agnosis rate for all cases of pulmonary embolism is only
4%. Shojania and associates32 argue that a large discrep-
ancy also exists regarding the misdiagnosis rate for myo-
cardial infarction: although autopsy data suggest roughly
20% of these events are missed, data from the clinical
setting (patients presenting with chest pain or other rel-
evant symptoms) indicate that only 2% to 4% are missed.

Studies Using Standardized Cases. One method of test-
ing diagnostic accuracy is to control for variations in case
presentation by using standardized cases that can enable
comparisons of performance across physicians. One such
approach is to incorporate what are termed standardized
patients (SPs). Usually, SPs are lay individuals trained to
portray a specific case or are individuals with certain
clinical conditions trained to be study subjects.52,53 Di-
agnostic errors are inevitably detected when physicians
are tested with SPs or standardized case scenarios.42,54

For example, when asked to evaluate SPs with common
conditions in a clinic setting, internists missed the correct
diagnosis 13% of the time.55 Other studies using different
types of standardized cases have found that not only is
there variation between providers who analyze the same
case27,56 but that physicians can even disagree with them-
selves when presented again with a case they have pre-
viously diagnosed.57

What Percentage of Adverse Events is
Attributable to Diagnostic Errors and What
Percentage of Diagnostic Errors Leads to
Adverse Events?
Data from large-scale, retrospective, chart-review studies
of adverse events have shown a high percentage of diag-
nostic errors. In the Harvard Medical Practice Study of
30,195 hospital records, diagnostic errors accounted for
17% of adverse events.58,59 A more recent follow-up
study of 15,000 records from Colorado and Utah reported
that diagnostic errors contributed to 6.9% of the adverse
events.60 Using the same methodology, the Canadian
Adverse Events Study found that 10.5% of adverse
events were related to diagnostic procedures.61 The Qual-
ity in Australian Health Care Study identified 2,351 ad-
verse events related to hospitalization, of which 20%
represented delays in diagnosis or treatment and 15.8%
reflected failure to “synthesize/decide/act on” informa-
tion.62 A large study in New Zealand examined 6,579
inpatient medical records from admissions in 1998 and
found that diagnostic errors accounted for 8% of adverse
events; 11.4% of those were judged to be preventable.63

Error Databases. Although of limited use in quantifying
the absolute incidence of diagnostic errors, voluntary error-
reporting systems provide insight into the relative incidence
of diagnostic errors compared with medication errors, treat-
ment errors, and other major categories. Out of 805 volun-
tary reports of medical errors from 324 Australian physi-
cians, there were 275 diagnostic errors (34%) submitted
over a 20-month period.64 Compared with medication and
treatment errors, diagnostic errors were judged to have
caused the most harm, but were the least preventable. A
smaller study reported a 14% relative incidence of diagnos-
tic errors from Australian physicians and 12% from physi-
cians of other countries.65 Mandatory error-reporting sys-
tems that rely on self-reporting typically yield fewer error
reports than are found using other methodologies. For ex-
ample, only 9 diagnostic errors were reported out of almost
1 million ambulatory visits over a 5.5-year period in a large
healthcare system.66

Diagnostic errors are the most common adverse event
reported by medical trainees.67,68 Notably, of the 29 diag-
nostic errors reported voluntarily by trainees in 1 study,
none of these were detected by the hospital’s traditional
incident-reporting mechanisms.68

Malpractice Claims. Diagnostic errors are typically the
leading or the second-leading cause of malpractice claims in
the United States and abroad.69–72 Surprisingly, the vast
majority of claims filed reflect a very small subset of diag-
noses. For example, 93% of claims in the Australian registry
reflect just 6 scenarios (failure to diagnose cancer, injuries
after trauma, surgical problems, infections, heart attacks,
and venous thromboembolic disease).73 In a recent study of
malpractice claims,74 diagnostic errors were equally preva-
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lent in successful and unsuccessful claims and represented
30% of all claims.

The percentage of diagnostic errors that leads to adverse
events is the most difficult to determine, in that the prospec-
tive tracking needed for these studies is rarely done. As
Schiff,75 Redelmeier,76 and Gandhi and colleagues77 advo-
cate, much better methods for tracking and follow-up of
patients are needed. For some authors, diagnostic errors that
do not result in serious harm are not even considered mis-
diagnoses.78 This is little consolation, however, for the
patients who suffer the consequences of these mistakes. The
increasing adoption of electronic medical records, espe-
cially in ambulatory practices, will lead to better data for
answering this question; research should be conducted to
address this deficiency.

Has the Diagnostic Error Rate Changed Over
Time?
Autopsy data provide us the opportunity to see whether the
rate of diagnostic errors has decreased over time, reflecting
the many advances in medical imaging and diagnostic test-
ing. Only 3 major studies have examined this question.
Goldman and colleagues79 analyzed 100 randomly selected
autopsies from the years 1960, 1970, and 1980 at a single
institution in Boston and found that the rate of misdiagnosis
was stable over time. A more recent study in Germany used
a similar approach to study autopsies over a range of 4
decades, from 1959 to 1989. Although the autopsy rate
decreased over these years from 88% to 36%, the misdiag-
nosis rate was stable.78

Shojania and colleagues80 propose that the near-constant
rate of misdiagnosis found at autopsy over the years prob-
ably reflects 2 factors that offset each other: diagnostic
accuracy actually has improved over time (more knowl-
edge, better tests, more skills), but as the autopsy rate
declines, there is a tendency to select only the more chal-
lenging clinical cases for autopsy, which then have a higher
likelihood of diagnostic error. A longitudinal study of au-
topsies in Switzerland (constant 90% autopsy rate) supports
that the absolute rate of diagnostic errors is, as suggested,
decreasing over time.81

Summary
In aggregate, studies consistently demonstrate a rate of
diagnostic error that ranges from �5% in the perceptual
specialties (pathology, radiology, dermatology) up to 10%
to 15% in most other fields.

It should be noted that the accuracy of clinical diagnosis
in practice may differ from that suggested by most studies
assessing error rates. Some of the variability in the estimates
of diagnostic errors described may be attributed to whether
researchers first evaluated diagnostic errors (not all of which
will lead to an adverse event) or adverse events (which will
miss diagnostic errors that do not cause significant injury or
disability). In addition, basing conclusions about the extent
of misdiagnosis on the patients who died and had an au-

topsy, or who filed malpractice claims, or even who had a
serious disease leads to overestimates of the extent of errors,
because such samples are not representative of the vast
majority of patients seen by most clinicians. On the other
hand, given the fragmentation of care in the outpatient
setting, the difficulty of tracking patients, and the amount of
time it often takes for a clear picture of the disease to
emerge, these data may actually underestimate the extent of
error, especially in ambulatory settings.82 Although the ex-
act frequency may be difficult to determine precisely, it is
clear that an extensive and ever-growing literature confirms
that diagnostic errors exist at nontrivial and sometimes
alarming rates. These studies span every specialty and vir-
tually every dimension of both inpatient and outpatient care.

PHYSICIAN OVERCONFIDENCE

“. . . what discourages autopsies is medicine’s twenty-
first century, tall-in-the-saddle confidence.”
“When someone dies, we already know why. We don’t
need an autopsy to find out. Or so I thought.”

—Atul Gawande83

“He who knows best knows how little he knows.”
—attributed to Thomas Jefferson84

“Doctors think a lot of patients are cured who have
simply quit in disgust.”

—attributed to Don Herold85

As Kirch and Schafii78 note, autopsies not only docu-
ment the presence of diagnostic errors, they also provide an
opportunity to learn from one’s errors (errando discimus) if
one takes advantage of the information. The rate of autopsy
in the United States is not measured any more, but is widely
assumed to be significantly �10%. To the extent that this
important feedback mechanism is no longer a realistic op-
tion, clinicians have an increasingly distorted view of their
own error rates. In addition to the lack of autopsies, as the
above quote by Gawande indicates, physician overconfi-
dence may prevent them from taking advantage of these
important lessons. In this section, we review studies related
to physician overconfidence and explore the possibility that
this is a major factor contributing to diagnostic error.86

Overconfidence may have both attitudinal as well as cog-
nitive components and should be distinguished from com-
placency.

There are several reasons for separating the various as-
pects of overconfidence and complacency: (1) Some areas
have undergone more research than others. (2) The strate-
gies for addressing these 2 qualities may be different. (3)
Some aspects are more amenable to being addressed than
others. (4) Some may be a more frequent cause of misdi-
agnoses than others.

Attitudinal Aspects of Overconfidence
This aspect (i.e., “I know all I need to know”) is reflected
within the more pervasive attitude of arrogance, an outlook
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that expresses disinterest in any decision support or feed-
back, regardless of the specific situation.

Comments like those quoted at the beginning of this
section reflect the perception that physicians are arrogant
and pervasively overconfident about their abilities; how-
ever, the data on this point are mostly indirect. For example,
the evidence discussed above—that autopsies are on the
decline despite their providing useful data—inferentially
provides support for the conclusion that physicians do not
think they need diagnostic assistance. Substantially more
data are available on a similar line of evidence, namely, the
general tendency on the part of physicians to disregard, or
fail to use, decision-support resources.

Knowledge-Seeking Behavior. Research shows that phy-
sicians admit to having many questions that could be im-
portant at the point of care, but which they do not pur-
sue.87–89 Even when information resources are automated
and easily accessible at the point of care with a computer,
Rosenbloom and colleagues90 found that a tiny fraction of
the resources were actually used. Although the method of
accessing resources affected the degree to which they were
used, even when an indication flashed on the screen that
relevant information was available, physicians rarely re-
viewed it.

Response to Guidelines and Decision-Support Tools. A
second area related to the attitudinal aspect is research on
physician response to clinical guidelines and to output from
computerized decision-support systems, often in the form of
guidelines, alerts, and reminders. A comprehensive review
of medical practice in the United States found that the care
provided deviated from recommended best practices half of
the time.91 For many conditions, consensus exists on the
best treatments and the recommended goals; nevertheless,
these national clinical guidelines have a high rate of non-
compliance.92,93 The treatment of high cholesterol is a good
example: although 95% of physicians were aware of lipid
treatment guidelines from a recent study, they followed
these guidelines only 18% of the time.94 Decision-support
tools have the potential to improve care and decrease vari-
ations in care delivery, but, unfortunately, clinicians disre-
gard them, even in areas where care is known to be subop-
timal and the support tool is well integrated into their
workflow.95–99

In part, this disregard reflects the inherent belief on the
part of many physicians that their practice conforms to
consensus recommendations, when in fact it does not. For
example, Steinman and colleagues100 were unable to find a
significant correlation between perceived and actual adher-
ence to hypertension treatment guidelines in a large group
of primary care physicians.

Similarly, because treatment guidelines are frequently
dependent on accurate diagnoses, if the clinician does not
recognize the diagnosis, the guideline may not be invoked.
For instance, Tierney and associates101 implemented com-

puter-based guidelines for asthma that did not work suc-
cessfully, in part because physicians did not consider certain
cases to be asthma even though they met identified clinical
criteria for the condition.

Timmermans and Mauck102 suggest that the high rate of
noncompliance with clinical guidelines relates to the soci-
ology of what it means to be a professional. Being a pro-
fessional connotes possessing expert knowledge in an area
and functioning relatively autonomously. In a similar vein,
Tanenbaum103 worries that evidence-based medicine will
decrease the “professionalism” of the physician. van der Sijs
and colleagues104 suggest that the frequent overriding of
computerized alerts may have a positive side in that it shows
clinicians are not becoming overly dependent on an imper-
fect system. Although these authors focus on the positive
side to professionalism, the converse, a pervasive attitude of
overconfidence, is certainly a possible explanation for the
frequent overrides. At the very least, as Katz105 noted many
years ago, the discomfort in admitting uncertainty to pa-
tients that many physicians feel can mask inherent uncer-
tainties in clinical practice even to the physicians them-
selves. Physicians do not tolerate uncertainty well, nor do
their patients.

Cognitive Aspects of Overconfidence
The cognitive aspect (i.e., “not knowing what you don’t
know”) is situation specific, that is, in a particular instance,
the clinician thinks he/she has the correct diagnosis, but is
wrong. Rarely, the reason for not knowing may be lack of
knowledge per se, such as seeing a patient with a disease
that the physician has never encountered before. More com-
monly, cognitive errors reflect problems gathering data,
such as failing to elicit complete and accurate information
from the patient; failure to recognize the significance of
data, such as misinterpreting test results; or most com-
monly, failure to synthesize or “put it all together.”106 This
typically includes a breakdown in clinical reasoning, includ-
ing using faulty heuristics or “cognitive dispositions to
respond,” as described by Croskerry.107 In general, the
cognitive component also includes a failure of metacogni-
tion (the willingness and ability to reflect on one’s own
thinking processes and to critically examine one’s own
assumptions, beliefs, and conclusions).

Direct Evidence of Overconfidence. A direct approach to
studying overconfidence is to simply ask physicians how
confident they are in their diagnoses. Studies examining the
cognitive aspects of overconfidence generally have exam-
ined physicians’ expressed confidence in specific diagnoses,
usually in controlled “laboratory” settings rather than stud-
ies in actual practice settings. For instance, Friedman and
colleages108 used case scenarios to examine the accuracy of
physicians’, residents’, and medical students’ actual diag-
noses compared with how confident they were that their
diagnoses were correct. The researchers found that residents
had the greatest mismatch. That is, medical students were
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both least accurate and least confident, whereas attending
physicians were the most accurate and highly confident.
Residents, on the other hand, were more confident about the
correctness of their diagnoses, but they were less accurate
than the attending physicians.

Berner and colleagues,99 while not directly assessing
confidence, found that residents often stayed wedded to an
incorrect diagnosis even when a diagnostic decision support
system suggested the correct diagnosis. Similarly, experi-
enced dermatologists were confident in diagnosing mela-
noma in �50% of test cases, but were wrong in 30% of
these decisions.109 In test settings, physicians are also over-
confident in treatment decisions.110 These studies were done
with simulated clinical cases in a formal research setting
and, although suggestive, it is not clear that the results
would be the same with cases seen in actual practice.

Concrete and definite evidence of overconfidence in
medical practice has been demonstrated at least twice, using
autopsy findings as the gold standard. Podbregar and col-
leagues111 studied 126 patients who died in the ICU and
underwent autopsy. Physicians were asked to provide the
clinical diagnosis and also their level of uncertainty: level 1
represented complete certainty, level 2 indicated minor un-
certainty, and level 3 designated major uncertainty. The
rates at which the autopsy showed significant discrepancies
between the clinical and postmortem diagnosis were essen-
tially identical in all 3 of these groups. Specifically, clini-
cians who were “completely certain” of the diagnosis ante-
morten were wrong 40% of the time.111 Similar findings
were reported by Landefeld and coworkers112: the level of
physician confidence showed no correlation with their abil-
ity to predict the accuracy of their clinical diagnosis. Addi-
tional direct evidence of overconfidence has been demon-
strated in studies of radiologists given sets of “unknown”
films to classify as normal or abnormal. Potchen113 found
that diagnostic accuracy varied among a cohort of 95 board-
certified radiologists: The top 20 had an aggregate accuracy
rate of 95%, compared with 75% for the bottom 20. Yet, the
confidence level of the worst performers was actually higher
than that of the top performers.

Causes of Cognitive Error. Retrospective studies of the
accuracy of diagnoses in actual practice, as well as the
autopsy and other studies described previously,77,106,114,115

have attempted to determine reasons for misdiagnosis. Most
of the cognitive errors in diagnosis occur during the “syn-
thesis” step, as the physician integrates his/her medical
knowledge with the patient’s history and findings.106 This
process is largely subconscious and automatic.

Heuristics. Research on these automatic responses has re-
vealed a wide variety of heuristics (subconscious rules of
thumb) that clinicians use to solve diagnostic puzzles.116

Croskerry107 calls these responses our “cognitive predispo-
sitions to respond.” These heuristics are powerful clinical
tools that allow problems to be solved quickly and, typi-

cally, correctly. For example, a clinician seeing a weekend
gardener with linear streaks of intensely itchy vesicles on
the legs easily diagnoses the patient as having a contact
sensitivity to poison ivy using the availability heuristic. He
or she has seen many such reactions because this is a
common problem, and it is the first thing to come to mind.
The representativeness heuristic would be used to diagnose
a patient presenting with chest pain if the pain radiates to the
back, varies with posture, and is associated with a cardiac
friction rub. This patient has pericarditis, an extremely un-
common reason for chest pain, but a condition with a char-
acteristic clinical presentation.

Unfortunately, the unconscious use of heuristics can also
predispose to diagnostic errors. If a problem is solved using
the availability heuristic, for example, it is unlikely that the
clinician considers a comprehensive differential diagnosis,
because the diagnosis is so immediately obvious, or so it
appears. Similarly, using the representativeness heuristic
predisposes to base rate errors. That is, by just matching the
patient’s clinical presentation to the prototypical case, the
clinician may not adequately take into account that other
diseases may be much more common and may sometimes
present similarly.

Additional cognitive errors are described below. Of
these, premature closure and the context errors are the most
common causes of cognitive error in internal medicine.86

Premature Closure. Premature closure is narrowing the
choice of diagnostic hypotheses too early in the process,
such that the correct diagnosis is never seriously consid-
ered.117–119 This is the medical equivalent of Herbert Si-
mon’s concept of “satisficing.”120 Once our minds find an
adequate solution to whatever problem we are facing, we
tend to stop thinking of additional, potentially better
solutions.

Confirmation Bias and Related Biases. These biases reflect
the tendency to seek out data that confirm one’s original
idea rather than to seek out disconfirming data.115

Context Errors. Very early in clinical problem solving,
healthcare practitioners start to characterize a problem in
terms of the organ system involved, or the type of abnor-
mality that might be responsible. For example, in the in-
stance of a patient with new shortness of breath and a past
history of cardiac problems, many clinicians quickly jump
to a diagnosis of congestive heart failure, without consid-
eration of other causes of the shortness of breath. Similarly,
a patient with abdominal pain is likely to be diagnosed as
having a gastrointestinal problem, although sometimes
organs in the chest can present in this fashion. In these
situations, clinicians are biased by the history, a previously
established diagnosis, or other factors, and the case is for-
mulated in the wrong context.

Clinical Cognition. Relevant research has been conducted
on how physicians make diagnoses in the first place. Early
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work by Elstein and associates,121 and Barrows and col-
leagues122–124 showed that when faced with what is per-
ceived as a difficult diagnostic problem, physicians gather
some initial data and very quickly often within seconds,
develop diagnostic hypotheses. They then gather more data to
evaluate these hypotheses and finally reach a diagnostic con-
clusion. This approach has been referred to as a hypothetico-
deductive mode of diagnostic reasoning and is similar to the
traditional descriptions of the scientific method.121 It is during
this evaluation process that the problems of confirmation
bias and premature closure are likely to occur.

Although hypothetico-deductive models may be fol-
lowed for situations perceived as diagnostic challenges,
there is also evidence that as physicians gain experience and
expertise, most problems are solved by some sort of pattern-
recognition process, either by recalling prior similar cases,
attending to prototypical features, or other similar strate-
gies.125–129 As Eva and Norman130 and Klein128 have em-
phasized, most of the time this pattern recognition serves the
clinician well. However, it is during the times when it does
not work, whether because of lack of knowledge or because
of the inherent shortcomings of heuristic problem solving,
that overconfidence may occur.

There is substantial evidence that overconfidence— that
is, miscalibration of one’s own sense of accuracy and actual
accuracy—is ubiquitous and simply part of human nature.
Miscalibration can be easily demonstrated in experimental
settings, almost always in the direction of overconfi-
dence.84,131–133 A striking example derives from surveys of
academic professionals, 94% of whom rate themselves in
the top half of their profession.134 Similarly, only 1% of
drivers rate their skills below that of the average driver.135

Although some attribute the results to statistical artifacts,
and the degree of overconfidence can vary with the task, the
inability of humans to accurately judge what they know (in
terms of accuracy of judgment or even thinking that they
know or do not know something) is found in many areas and
in many types of tasks.

Most of the research that has examined expert decision
making in natural environments, however, has concluded
that rapid and accurate pattern recognition is characteristic
of experts. Klein,128 Gladwell,127 and others have examined
how experts in fields other than medicine diagnose a situa-
tion and find that they routinely rapidly and accurately
assess the situation and often cannot even describe how they
do it. Klein128 refers to this process as “recognition primed”
decision making, referring to the extensive experience of the
expert with previous similar cases. Gigerenzer and Gold-
stein136 similarly support the concept that most real-world
decisions are made using automatic skills, with “fast and
frugal” heuristics that lead to the correct decisions with
surprising frequency.

Again, when experts recognize that the pattern is incor-
rect they may revert back to a hypothesis testing mode or
may run through alternative scripts of the situation. Exper-
tise is characterized by the ability to recognize when one’s

initial impression is wrong and to having back-up strategies
readily available when the initial strategy does not work.

Hamm137 has suggested that what is known as the cog-
nitive continuum theory can explain some of the contradic-
tions as to whether experts follow a hypothetico-deductive
or a pattern-recognition approach. The cognitive continuum
theory suggests that clinical judgment can appropriately
range from more intuitive to more analytic, depending on
the task. Intuitive judgment, as Hamm conceives it, is not
some vague sense of intuition, but is really the rapid pattern

acteristic of experts in many situations. Although intuitive
judgment may be most appropriate in the uncertain, fast-
paced field environment where Klein observed his subjects,
other strategies might best suit the laboratory environment
that others use to study decision making. In addition, forc-
ing research subjects to verbally explain their strategies, as
done in most experimental studies of physician problem
solving, may lead to the hypothetico-deductive description.
In contrast, Klein,128 who studied experts in field situations,
found his subjects had a very difficult time articulating their
strategies.

Even if we accept that a pattern-recognition strategy is
appropriate under some circumstances and for certain types
of tasks, we are still left with the question as to whether
overconfidence is in fact a significant problem. Gigeren-
zer138 (like Klein) feels that most of the formal studies of
cognition leading to the conclusion of overconfidence use
tasks that are not representative of decision making in the
real world, either in content or in difficulty. As an example,
to study diagnostic problem solving, most researchers of
necessity use “diagnostically challenging cases,”139 which
are clearly not typical of the range of cases seen in clinical
practice. The zebra adage (i.e., when you hear hoofbeats
think of horses, not zebras) may for the most part be adap-
tive in the clinicians’ natural environment, where zebras are
much rarer than horses. However, in experimental studies of
clinician diagnostic decision making, the reverse is true.
The challenges of studying clinicians’ diagnostic accuracy
in the natural environment are compounded by the fact that
most initial diagnoses are made in ambulatory settings,
which are notoriously difficult to assess.82

Complacency Aspect of Overconfidence
Complacency (i.e., “nobody’s perfect”) reflects a combina-
tion of underestimation of the amount of error, tolerance of
error, and the belief that errors are inevitable. Complacency
may show up as thinking that misdiagnoses are more infre-
quent than they actually are, that the problem exists but not
in the physician’s own practice, that other problems are
more important to address, or that nothing can be done to
minimize diagnostic errors.

Given the overwhelming evidence that diagnostic error
exists at nontrivial rates, one might assume that physicians
would appreciate that such error is a serious problem. Yet
this is not the case. In 1 study, family physicians asked to
recall memorable errors were able to recall very few.140
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However, 60% of those recalled were diagnostic errors.
When giving talks to groups of physicians on diagnostic
errors, Dr. Graber (coauthor of this article) frequently asks
whether they have made a diagnostic error in the past year.
Typically, only 1% admit to having made a diagnostic error.
The concept that they, personally, could err at a significant
rate is inconceivable to most physicians.

While arguing that clinicians grossly underestimate their
own error rates, we accept that they are generally aware of
the problem of medical error, especially in the context of
medical malpractice. Indeed, 93% of physicians in formal
surveys reported that they practice “defensive medicine,”
including ordering unnecessary lab tests, imaging studies,
and consultations.141 The cost of defensive medicine is
estimated to consume 5% to 9% of healthcare expenditures
in the United States.142 We conclude that physicians ac-
knowledge the possibility of error, but believe that mistakes
are made by others.

The remarkable discrepancy between the known preva-
lence of error and physician perception of their own error
rate has not been formally quantified and is only indirectly
discussed in the medical literature, but lies at the crux of the
diagnostic error puzzle, and explains in part why so little
attention has been devoted to this problem. Physicians tend
to be overconfident of their diagnoses and are largely un-
aware of this tendency at any conscious level. This may
reflect either inherent or learned behaviors of self-deception.
Self-deception is thought to be an everyday occurrence,
serving to emphasize to others our positive qualities and
minimize our negative ones.143 From the physician’s per-
spective, such self-deception can have positive effects. For
example, it can help foster the patient’s perception of the
physician as an all-knowing healer, thus promoting trust,
adherence to the physician’s advice, and an effective pa-
tient-physician relationship.

Other evidence for complacency can be seen in data
from the review by van der Sijs and colleagues.104 The
authors cite several studies that examined the outcomes of
the overrides of automated alerts, reminders, and guidelines.
In many cases, the overrides were considered clinically
justified, and when they were not, there were very few
(�3%) adverse events as a result. While it may be argued
that even those few adverse events could have been averted,
such contentions may not be convincing to a clinician who
can point to adverse events that occur even with adherence
to guidelines or alerts. Both types of adverse events may
appear to be unavoidable and thus reinforce the physician’s
complacency.

Gigerenzer,138 like Eva and Norman130 and Klein,128

suggests that many strategies used in diagnostic decision
making are adaptive and work well most of the time. For
instance, physicians are likely to use data on patients’ health
outcome as a basis for judging their own diagnostic acumen.
That is, the physician is unconsciously evaluating the num-
ber of clinical encounters in which patients improve com-
pared with the overall number of visits in a given period of

time, or more likely, over years of practice. The denomina-
tor that the clinician uses is clearly not the number of
adverse events, which some studies of diagnostic errors
have used. Nor is it a selected sample of challenging cases,
as others have cited. Because most visits are not diagnosti-
cally challenging, the physician not only is going to diag-
nose most of these cases appropriately but he/she also is
likely to get accurate feedback to that effect, in that most
patients (1) do not wind up in the hospital, (2) appear to be
satisfied when next seen, or (3) do not return for the par-
ticular complaint because they are cured or treated appro-
priately.

Causes of inadequate feedback include patients leaving
the practice, getting better despite the wrong diagnosis, or
returning when symptoms are more pronounced and thus
eventually getting diagnosed correctly. Because immediate
feedback is not even expected, feedback that is delayed or
absent may not be recognized for what it is, and the per-
ception that “misdiagnosis is not a big problem” remains
unchallenged. That is, in the absence of information that the
diagnosis is wrong, it is assumed to be correct (“no news is
good news”). This phenomenom is illustrated in epigraph
above from Herold, “Doctors think a lot of patients are
cured who have simply quit in disgust.”85 The perception
that misdiagnosis is not a major problem, while not neces-
sarily correct, may indeed reflect arrogance, “tall in the
saddle confidence,”83 or “omniscience.”144 Alternatively, it
may simply reflect that over all the patient encounters a
physician has, the number of diagnostic errors of which he
or she is aware is very low.

Thus, despite the evidence that misdiagnoses do occur
more frequently than often presumed by clinicians, and
despite the fact that recognizing that they do occur is the
first step to correcting the problem, the assumption that
misdiagnoses are made only a very small percentage of the
time can be seen as a rational conclusion given the current
healthcare environment where feedback is limited and only
selective outcome data are available for physicians to accu-
rately calibrate the extent of their own misdiagnoses.

Summary
Pulling together the research described above, we can see
why there may be complacency and why it is difficult to
address. First, physicians generate hypotheses almost im-
mediately upon hearing a patient’s initial symptom presen-
tation and in many cases these hypotheses suggest a familiar
pattern. Second, even if more exploration is needed, the
most likely information sought is that which confirms the
initial hypothesis; often, a decision is reached without full
exploration of a large number of other possibilities. In the
great majority of cases, this approach leads to the correct
diagnosis and a positive outcome. The patient’s diagnosis is
made quickly and correctly, treatment is initiated, and both
the patient and physician feel better. This explains why this
approach is used, and why it is so difficult to change. In
addition, in many of the cases where the diagnosis is incor-
rect, the physician never knows it. If the diagnostic process
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routinely led to errors that the physician recognized, they
could get corrected. Additionally, the physician might be
humbled by the frequent oversights and become inclined to
adopt a more deliberate, contemplative approach or develop
strategies to better identify and prevent the misdiagnoses.

STRATEGIES TO IMPROVE THE ACCURACY OF
DIAGNOSTIC DECISION MAKING

“Ignorance more frequently begets confidence than
does knowledge.”

—Charles Darwin, 1871145

We believe that strategies to reduce misdiagnoses should
focus on physician calibration, i.e., improving the match
between the physician’s self-assessment of errors and actual
errors. Klein128 has shown that experts use their intuition on
a routine basis, but rethink their strategies when that does
not work. Physicians also rethink their diagnoses when it is
obvious that they are wrong. In fact, it is in these situations
that diagnostic decision-support tools are most likely to be
used.146

The challenge becomes how to increase physicians’
awareness of the possibility of error. In fact, it could be
argued that their awareness needs to be increased for a
select type of case: that in which the healthcare provider
thinks he/she is correct and does not receive any timely
feedback to the contrary, but where he/she is, in fact, mis-
taken. Typically, most of the clinician’s cases are diagnosed
correctly; these do not pose a problem. For the few cases
where the clinician is consciously puzzled about the diag-
nosis, it is likely that an extended workup, consultation, and
research into possible diagnoses occurs. It is for the cases
that fall between these types, where miscalibration is
present but unrecognized, that we need to focus on strate-
gies for increasing physician awareness and correction.

If overconfidence, or more specifically, miscalibration, is
a problem, what is the solution? We examine 2 broad
categories of solutions: strategies that focus on the individ-
ual and system approaches directed at the healthcare envi-
ronment in which diagnosis takes place. The individual
approaches assume that the physician’s cognition needs
improvement and focus on making the clinician smarter, a
better thinker, less subject to biases, and more cognizant of
what he or she knows and does not know. System ap-
proaches assume that the individual physician’s cognition is
adequate for the diagnostic and metacognitive tasks, but that
he/she needs more, and better, data to improve diagnostic
accuracy. Thus, the system approaches focus on changing
the healthcare environment so that the data on the patients,
the potential diagnoses, and any additional information are
more accurate and accessible. These 2 approaches are not
mutually exclusive and the major aim of both is to improve
the physician’s calibration between his/her perception of the
case and the actual case. Theorectically, if improved cali-
bration occurs, overconfidence should decrease, including
the attitudinal components of arrogance and complacency.

In the discussion about individually focused solutions,
we review the effectiveness of clinical education and prac-
tice, development of metacognitive skills, and training in
reflective practice. In the section on systems-focused solu-
tions, we examine the effectiveness of providing perfor-
mance feedback, the related area of improving follow-up of
patients and their health outcomes, and using automation—
such as providing general knowledge resources at the point
of care and specific diagnostic decision-support programs.

Strategies that Focus on the Individual
Education, Training and Practice. By definition, experts
are smarter, e.g., more knowledgeable than novices. A fas-
cinating (albeit frightening) observation is the general ten-
dency of novices to overrate their skills.84,108,132 Exactly the
same tendency is seen in testing of medical trainees in
regard to skills such as communicating with patients.147 In
a typical experiment a cohort with varying degrees of ex-
pertise are asked to undertake a skilled task. At the completion
of the task, the test subjects are asked to grade their own
performance. When their self-rated scores are compared with
the scores assigned by experts, the individuals with the lowest
skill levels predictably overestimate their performance.

Data from a study conducted by Friedman and col-
leagues108 showed similar results: residents in training per-
formed worse than faculty physicians, but were more con-
fident in the correctness of their diagnoses. A systematic
review of studies assessing the accuracy of physicians’
self-assessment of knowledge compared with an external
measure of competence showed very little correlation be-
tween self-assessment and objective data.148 The authors
also found that those physicians who were least expert
tended to be most overconfident in their self-assessments.

These observations suggest a possible solution to over-
confidence: make physicians more expert. The expert is
better calibrated (i.e. better assesses his/her own accuracy),
and excels at distinguishing cases that are easily diag-
nosed from those that require more deliberation. In ad-
dition to their enhanced ability to make this distinction,
experts are likely to make the correct diagnosis more
often in both recognized as well as unrecognized cases.
Moreover, experts carry out these functions automati-
cally, more efficiently, and with less resource consump-
tion than nonexperts.127,128

The question, of course, is how to develop that expertise.
Presumably, thorough medical training and continuing ed-
ucation for physicians would be useful; however, data show
that the effects on actual practice of many continuing edu-
cation programs are minimal.149–151 Another approach is to
advocate the development of expertise in a narrow domain.
This strategy has implications for both individual clinicians
and healthcare systems. At the level of the individual clini-
cian, the mandate to become a true expert would drive more
trainees into subspecialty training and emphasize develop-
ment of a comprehensive knowledge base.

Another mechanism for gaining knowledge is to gain
more extensive practice and experience with actual clinical
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cases. Both Bordage152 and Norman151,153 champion this
approach, arguing that “practice is the best predictor of
performance.” Having a large repertoire of mentally stored
exemplars is also the key requirement for Gigerenzer’s “fast
and frugal”136,138 and Klein’s128 “recognition-primed” de-
cision making. Extensive practice with simulated cases may
supplement, although not supplant, experience with real
ones. The key requirements in regard to clinical practice are
extensive, i.e., necessitating more than just a few cases and
occasional feedback.

Metacognitive Training and Reflective Practice. In addi-
tion to strategies that aim to increase the overall level of
clinicians’ knowledge, other educational approaches focus
on increasing physicians’ self-awareness so that they can
recognize when additional information is needed or the
wrong diagnostic path is taken. One such approach is to
increase what has been called “situational awareness,’” the
lack of which has been found to lie behind errors in avia-
tion.154 Singh and colleagues154 advocate this strategy; their
definition of types of situational awareness is similar to what
others have called metacognitive skills. Croskerry115,155 and
Hall156 champion the idea that metacognitive training can
reduce diagnostic errors, especially those involving subcon-
scious processing. The logic behind this approach is appeal-
ing: Because much of intuitive medical decision making
involves the use of cognitive dispositions to respond, the
assumption is if trainees or clinicians were educated about
the inherent biases involved in the use of these strategies,
they would be less susceptible to decision errors.

Croskerry157 has outlined the use of what he refers to as
“cognitive forcing strategies” to counteract the tendency to
cognitive error. These would orient clinicians to the general
concepts of metacognition (a universal forcing strategy),
familiarize them with the various heuristics they use intu-
itively and their associated biases (generic forcing strate-
gies), and train them to recognize any specific pitfalls that
apply to the types of patients they see most commonly
(specific forcing strategies).

Another noteworthy approach developed by the military,
which suggests focusing on a comprehensive conscious
view of the proposed diagnosis and how this was derived, is
the technique of prospective hindsight.158 Once the initial
diagnosis is made, the clinician figuratively gazes into a
crystal ball to see the future, sees that the initial diagnosis is
not correct, and is thus forced to consider what else it could
it be. A related technique, which is taught in every medical
school, is to construct a comprehensive differential diagno-
sis on each case before planning an appropriate workup.
Although students and residents excel at this exercise, they
rarely use it outside the classroom or teaching rounds. As
we discussed earlier, with more experience, clinicians begin
to use a pattern-recognition approach rather than an exhaus-
tive differential diagnosis. Other examples of cognitive
forcing strategies include advice to always “consider the
opposite,” or ask “what diagnosis can I not afford to
miss?”76 Evidence that metacognitive training can decrease

the rate of diagnostic errors is not yet available, although
preliminary results are encouraging.156

Reflective practice is an approach defined as the ability
of physicians to critically consider their own reasoning and
decisions during professional activities.159 This incorpo-
rates the principles of metacognition and 4 additional at-
tributes: (1) the tendency to search for alternative hypothe-
ses when considering a complex, unfamiliar problem;
(2) the ability to explore the consequences of these alterna-
tives; (3) a willingness to test any related predictions against
the known facts; and (4) openness toward reflection that
would allow for better toleration of uncertainty.160 Experi-
mental studies show that reflective practice enhances diag-
nostic accuracy in complex situations.161 However, even
advocates of this approach recognize that it is an untested
assumption in terms of whether lessons learned in educa-
tional settings can transfer to the practice setting.162

System Approaches
One could argue that effectively incorporating the education
and training described above would require system-level
change. For instance, at the level of healthcare systems, in
addition to the development of required training and edu-
cation, a concerted effort to increase the level of expertise of
the individual would require changes in staffing policies and
access to specialists.

If they are designed to teach the clinician, or at least
function as an adjunct to the clinician’s expertise, some
decision-support tools also serve as systems-level interven-
tions that have the potential to increase the total expertise
available. If used correctly, these products are designed to
allow the less expert clinician to function like a more expert
clinician. Computer- or web-based information sources also
may serve this function. These resources may not be very
different from traditional knowledge resources (e.g., medi-
cal books and journals), but by making them more accessi-
ble at the point of care they are likely to be used more
frequently (assuming the clinician has the metacognitive
skills to recognize when they are needed).

The systems approaches described below are based on
the assumption that both the knowledge and metacognitive
skills of the healthcare provider are generally adequate.
These approaches focus on providing better and more ac-
curate information to the clinician primarily to improve
calibration. James Reason’s ideas on systems approaches
for reducing medical errors have formed the background of
the patient safety movement, although they have not been
applied specifically to diagnostic errors.163 Nolan164 advo-
cates 3 main strategies based on a systems approach: pre-
vention, making error visible, and mitigating the effects of
error. Most of the cognitive strategies described above fall
into the category of prevention.

The systems approaches described below fall chiefly into
the latter two of Nolan’s strategies. One approach is to
provide expert consultation to the physician. Usually this is
done by calling in a consultant or seeking a second opinion.
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A second approach is to use automated methods to provide
diagnostic suggestions. Usually a diagnostic decision-sup-
port system is used once the error is visible (e.g., the
clinician is obviously puzzled by the clinical situation).
Using the system may prevent an initial misdiagnosis and
may also mitigate possible sequelae.

Computer-based Diagnostic Decision Support. A variety
of diagnostic decision-support systems were developed out
of early expert system research. Berner and colleagues139

performed a systematic evaluation of 4 of these systems; in
1994, Miller165 described these and other systems. In a
review article. Miller’s overall conclusions were that while
the niche systems for well-defined specific areas were
clearly effective, the perceived usefulness of the more gen-
eral systems such as Quick Medical Reference (QMR),
DXplain, Iliad, Meditel was less certain, despite evidence
that they could suggest diagnoses that even expert physi-
cians had not considered. The title, “A Report Card on
Computer-Assisted Diagnosis—The Grade Is C,” of Kas-
sirer’s editorial166 that accompanied the article by Berner
and associates139 is illustrative of an overall negative atti-
tude toward these systems. In a subsequent study, Berner
and colleagues167 found that less experienced physicians
were more likely than more experienced physicians to find
QMR useful; some researchers have suggested that these
systems may be more useful in educational settings.168

Lincoln and colleagues169–171 have shown the effectiveness
of the Iliad system in educational settings. Arene and asso-
ciates172 showed that QMR was effective in improving
residents’ diagnoses, but then concluded that it took too
much time to learn to use the system.

A similar response was found more recently in a ran-
domized controlled trial of another decision-support system
(Problem-Knowledge Couplers (PKC), Burlington, Vt).173

Users felt that the information provided by PKC was useful,
but that it took too much time to use. More disturbing was
that use of the system actually increased costs, perhaps by
suggesting more diagnoses to rule out. What is interesting
about PKC is that in this system the patient rather than the
physician enters all the data, so the complaint that the
system required too much time most likely reflected physi-
cian time to review and discuss the results rather than data
entry.

One of the more recent entries into the diagnostic deci-
sion-support system arena is Isabel (Isabel Healthcare, Inc.,
Reston, VA; Isabel Healthcare, Ltd., Haslemere, UK.)
which was initially begun as a pediatric system and now is
also available for use in adults.174–178 The available studies
using Isabel show that it provides diagnoses that are con-
sidered both accurate and relevant by physicians. Both
Miller179 and Berner180 have reviewed the challenges in
evaluating medical diagnostic programs. Basically, it is dif-
ficult to determine the gold standard against which the systems
should be evaluated, but both investigators advocate that the
criterion should be how well the clinician using the computer
compares with use of only his/her own cognition.179,180 Vir-

tually all of the published studies have evaluated these systems
only in artificial situations and many of them have been per-
formed by the developers themselves.

The history of these systems is reflective of the overall
problem we have demonstrated in other domains: despite
evidence that these systems can be helpful, and despite
studies showing users are satisfied with their results when
they do use them, many physicians are simply reluctant to
use decision-support tools in practice.181 Meditel, QMR,
and Iliad are no longer commercially available. DXplain,
PKC, and Isabel are still available commercially, but al-
though there may be data on the extent of use, there are no
data on how often they are used compared with how often
they could/should have been used. The study by Rosen-
bloom and colleagues,90 which used a well-integrated, easy-
to-access system, showed that clinicians very rarely take
advantage of the available opportunities for decision sup-
port. Because diagnostic tools require the user to enter the
data into the programs, it is likely that their usage would be
even lower or that the data entry may be incomplete.

An additional concern is that the output of most of these
decision-support programs requires subsequent mental fil-
tering, because what is usually displayed is a (sometimes
lengthy) list of diagnostic considerations. As we have dis-
cussed previously, not only does such filtering take time,173

but the user must be able to distinguish likely from unlikely
diagnoses, and data show that such recognition can be
difficult.99 Also, as Teich and colleagues182 noted with
other decision-support tools, physicians accept reminders
about things they intend to do, but are less willing to accept
advice that forces them to change their plans. It is likely that
if physicians already have a work-up strategy in mind, or are
sure of their diagnoses, they would be less willing to consult
such a system. For many clinicians, these factors may make
the perceived utility of these systems not worth the cost and
effort to use them. That does not mean that they are not
potentially useful, but the limited interest in them has made
several commercial ventures unsustainable.

In summary, the data on diagnostic decision-support sys-
tems in reducing diagnostic errors shows that they can
provide what are perceived as useful diagnostic suggestions.
Every commercial system also has what amounts to testi-
monials about its usefulness in real life—stories of how the
system helped the clinician recognize a rare disease146

—but to date their use in actual clinical situations has been
limited to those times that the physician is puzzled by a
diagnostic problem. Because such puzzles occur rarely,
there is not enough use of the systems in real practice
situations to truly evaluate their effectiveness.

Feedback and Calibration. A second general category of a
systems approach is to design systems to provide feedback
to the clinician. Overconfidence represents a mismatch be-
tween perceived and actual performance. It is a state of
miscalibration that, according to existing paradigms of cog-
nitive psychology, should be correctable by providing feed-
back. Feedback in general can serve to make the diagnostic
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error visible, and timely feedback can mitigate the harm that
the initial misdiagnosis might have caused. Accurate feed-
back can improve the basis on which the clinicians are
judging the frequency of events, which may improve
calibration.

Feedback is an essential element in developing expertise.
It confirms strengths and identifies weaknesses, guiding the
way to improved performance. In this framework, a possible
approach to reducing diagnostic error, overconfidence, and
error-related complacency is to enhance feedback with the
goal of improving calibration.183

Experiments confirm that feedback can improve perfor-
mance,184 especially if the feedback includes cognitive in-
formation (for example, why a certain diagnosis is favored)
as opposed to simple feedback on whether the diagnosis was
correct or not.185,186 A recent investigation by Sieck and
Arkes,131 however, emphasizes that overconfidence is
highly ingrained and often resistant to amelioration by sim-
ple feedback interventions.

The timing of feedback is important. Immediate feed-
back is effective, delayed feedback less so.187 This is par-
ticularly problematic for diagnostic feedback in real clinical
settings, outside of contrived experiments, because such
feedback often is not available at all, much less immediately
or soon after the diagnosis is made. In fact, the gold stan-
dard for feedback regarding clinical judgment is the au-
topsy, which of course can only provide retrospective, not
real-time, diagnostic feedback.

Radiology and pathology are the only fields of medicine
where feedback has been specifically considered, and in
some cases adopted, as a method of improving performance
and calibration.

Radiology. The accuracy of radiologic diagnosis is most
sharply focused in the area of mammography, where both
false-positive and false-negative reports have substantial
clinical impact. Of note, a recent study called attention to an
interesting difference between radiologists in the United
States and their counterparts in the United Kingdom: US
radiologists suggested follow-up studies (more radiologic
testing, biopsy, or close clinical follow-up) twice as often as
UK radiologists, and US patients had twice as many normal
biopsies, whereas the cancer detection rates in the 2 coun-
tries were comparable.30 In considering the reasons for this
difference in performance, the authors point out that 85% of
mammographers in the United Kingdom voluntarily partic-
ipate in “PERFORMS,” an organized calibration process,
and 90% of programs perform double readings of mammo-
grams. In contrast, there are no organized calibration exer-
cises in the United States and few programs require “double
reads.” An additional difference is the expectation for ac-
creditation: US radiologists must read 480 mammograms
annually to meet expectations of the Mammography Quality
Standards Act, whereas the comparable expectation for UK
mammographers is 5,000 mammograms per year.30

As an initial step toward performance improvement by
providing organized feedback, the American College of

Radiology (ACR) recently developed and launched the
“RADPEER” process.188 In this program, radiologists keep
track of their agreement with any prior imaging studies they
re-review while they are evaluating a current study, and the
ACR provides a mechanism to track these scores. Partici-
pation is voluntary; it will be interesting to see how many
programs enroll in this effort.

Pathology. In response to a Wall Street Journal exposé on
the problem of false-negative Pap smears, the US Congress
enacted the Clinical Laboratory Improvement Act of 1988.
This act mandated more rigorous quality measures in regard
to cytopathology, including proficiency testing and manda-
tory reviews of negative smears.189 Even with these mea-
sures in place, however, rescreening of randomly selected
smears discloses a discordance rate in the range of 10% to
30%, although only a fraction of these discordances have
major clinical impact.190

There are no comparable proficiency requirements for
anatomic pathology, other than the voluntary “Q-Probes”
and “Q-Tracks” programs offered by the College of Amer-
ican Pathologists (CAP). Q-Probes are highly focused re-
views that examine individual aspects of diagnostic testing,
including preanalytical, analytical, and postanalytical er-
rors. The CAP has sponsored hundreds of these probes.
Recent examples include evaluating the appropriateness of
testing for �-natriuretic peptides, determining the rate of urine
sediment examinations, and assessing the accuracy of send-out
tests. Q-Tracks are monitors that “reach beyond the testing
phase to evaluate the processes both within and beyond the
laboratory that can impact test and patient outcomes.”191

Participating labs can track their own data and see compar-
isons with all other participating labs. Several monitors
evaluate the accuracy of diagnosis by clinical pathologists
and cytopathologists. For example, participating centers can
track the frequency of discrepancies between diagnoses
suggested from Pap smears compared with results obtained
from biopsy or surgical specimens. However, a recent re-
view estimated that �1% of US programs participate in
these monitors.192

Pathology and radiology are 2 specialties that have pio-
neered the development of computerized second opinions.
Computer programs to overread mammograms and Pap
smears have been available commercially for a number of
years. These programs point out for the radiologists and
cytopathologists suspicious areas that might have been
overlooked. After some early studies with positive results
that led to approval by the US Food and Drug Administra-
tion (FDA), these programs have been commercially avail-
able. Now that they have been in use for awhile, however,
recently published, large-scale, randomized trials of both
programs have raised doubts about their performance in
practice.193–195 A recently completed randomized trial of
Pap smear results showed a very slight advantage of the
computer programs over unaided cytopathologists,194 but
earlier reports of the trial before completion did not show
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any differences.193 The authors suggest that it may take time
for optimal quality to be achieved with a new technique.

In the area of computer-assisted mammography inter-
pretation, a randomized trial showed no difference in
cancer detection but an increase in false-positives with
the use of the software compared with unaided interpre-
tation by radiologists.195 It is certainly possible that tech-
nical improvements have made later systems better than
earlier ones, and, as suggested by Nieminen and col-
leagues194 about the Pap smear program, and Hall196

about the mammography programs, it may take time,
perhaps years, for the users to learn how to properly
interpret and work with the software. These results high-
light that realizing the potential advantages of second
opinions (human or automated) may be a challenge.

Autopsy. Sir William Osler championed the belief that med-
icine should be learned from patients, at the bedside and in
the autopsy suite. This approach was espoused by Richard
Cabot and many others, a tradition that continues today in
the “Clinical Pathological Correlation” (CPC) exercises
published weekly in The New England Journal of Medicine.
Autopsies and CPCs teach more than just the specific med-
ical content; they also illustrate the uncertainty that is in-
herent in the practice of medicine and effectively convey the
concepts of fallibility and diagnostic error.

Unfortunately, as discussed above, autopsies in the
United States have largely disappeared. Federal tracking of
autopsy rates was suspended a decade ago, at which point
the autopsy rate had already fallen to �7%. Most trainees in
medicine today will never see an autopsy. Patient safety
advocates have pleaded to resurrect the autopsy as an ef-
fective tool to improve calibration and reduce overconfi-
dence, but so far to no avail.144,197

If autopsies are not generally available, has any other
process emerged to provide a comparable feedback experi-
ence? An innovative candidate is the “Morbidity and Mor-
tality (M & M) Rounds on the Web” program sponsored by
the Agency for Healthcare Research and Quality
(AHRQ).198 This site features a quarterly set of 4 cases,
each involving a medical error. Each case includes a com-
prehensive, well-referenced discussion by a safety expert.
These cases are attractive, capsulized gems that, like an
autopsy, have the potential to educate clinicians regarding
medical error, including diagnostic error. The unknown
factor regarding this endeavor is whether these lessons will
provide the same impact as an autopsy, which teaches by the
principle of learning from one’s own mistakes.78 Local
“morbidity and mortality” rounds have the same potential to
alert providers to the possibility of error, and the impact of
these exercises increases if the patient sustains harm.199

A final option to provide feedback in the absence of a
formal autopsy involves detailed postmortem magnetic res-
onance imaging scanning. This option obviates many of the
traditional objections to an autopsy, and has the potential to
reveal many important diagnostic discrepancies.200

Feedback in Other Field Settings (The Questec Experi-
ment). A fascinating experiment is underway that could
substantially clarify the power of feedback to improve cal-
ibration and performance. This is the Questec experiment
sponsored by Major League Baseball to improve the con-
sistency of umpires in calling balls and strikes. Questec is a
company that installs cameras in selected stadiums that
track the ball path across home plate. At the end of the
game, the umpire is provided a recording that replays every
pitch, and gives him the opportunity to compare the called
balls and strikes with the true ball path.201 Umpires have
vigorously objected to this project, including a planned civil
lawsuit to stop the experiment. The results from this study
have yet to be released, but they will certainly shed light on
the question of whether a skeptical cohort of professionals
can improve their performance through directed feedback.

Follow-up. A systems approach recommended by Re-
delmeier76 and Gandhi et al77 is to promote the use of
follow-up. Schiff31,75 also has long advocated the impor-
tance of follow-up and tracking to improve diagnoses.
Planned follow-up after the initial diagnosis allows time for
other thoughts to emerge, and time for the clinician to apply
more conscious problem-solving strategies (such as deci-
sion-support tools) to the problem. A very appealing aspect
of planned follow-up is that a patient’s problems will evolve
over the intervening period, and these changes will either
support the original diagnostic possibilities, or point toward
alternatives. If the follow-up were done soon enough, this
approach might also mitigate the potential harm of diagnos-
tic error, even without solving the problem of how to pre-
vent cognitive error in the first place.

ANALYSIS OF STRATEGIES TO REDUCE
OVERCONFIDENCE
The strategies suggested above, even if they are successful
in addressing the problem of overconfidence or miscalibra-
tion, have limitations that must be acknowledged. One in-
volves the trade-offs of time, cost, and accuracy. We can be
more certain, but at a price.202 A second problem is unan-
ticipated negative effects of the intervention.

Tradeoffs in Time, Cost, and Accuracy
As clinicians improve their diagnostic competency from
beginning level skills to expert status, reliability and accu-
racy improve with decreased cost and effort. However,
using the strategies discussed earlier to move nonexperts
into the realm of experts will involve some expense. In any
given case, we can improve diagnostic accuracy but with
increased cost, time, or effort.

Several of the interventions entail direct costs. For in-
stance, expenditures may be in the form of payment for
consultation or purchasing diagnostic decision-support sys-
tems. Less tangible costs relate to clinician time. Attending
training programs involves time, effort, and money. Even
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strategies that do not have direct expenses may still be
costly in terms of physician time. Most medical decision
making takes place in the “adaptive subconscious.” The
application of expert knowledge, pattern and script recog-
nition, and heuristic synthesis takes place essentially instan-
taneously for the vast majority of medical problems. The
process is effortless. If we now ask physicians to reflect on
how they arrived at a diagnosis, the extra time and effort
required may be just enough to discourage this undertaking.

Applying conscious review of subconscious processing
hopefully uncovers at least some of the hidden biases that
affect subconscious decisions. The hope is that these events
outnumber the new errors that may evolve as we second-
guess ourselves. However, it is not clear that conscious
articulation of the reasoning process is an accurate picture
of what really occurs in expert decision making. As dis-
cussed above, even reviewing the suggestions from a deci-
sion-support system (which would facilitate reflection) is
perceived as taking too long, even though the information is
viewed as useful.173 Although these arguments may not be
persuasive to the individual patient,2 it is clear that the time
involved is a barrier to physician use of decision aids. Thus,
in deciding to use methods to increase reflection, decisions
must be made as to: (1) whether the marginal improvements
in accuracy are worth the time and effort and, given the
extra time involved, (2) how to ensure that clinicians will
routinely make the effort.

Unintended Consequences
Innovations made in the name of improving safety some-
times create new opportunities to fail, or have unintended
consequences that decrease the expected benefit. In this
framework, we should carefully examine the possibility that
some of the interventions being considered might actually
increase the risk of diagnostic error.

As an example, consider the interventions we have
grouped under the general heading of “reflective practice.”
Most of the education and feedback efforts, and even the
consultation strategies, are aimed at increasing such reflec-
tion. Imagine a physician who has just interviewed and
examined an elderly patient with crampy abdominal pain,
and who has concluded that the most likely explanation is
constipation. What is the downside of consciously recon-
sidering this diagnosis before taking action?

It Takes More Time. The extra time the reflective process
takes not only affects the physician but may have an impact
on the patient as well. The extra time devoted to this activity
may actually delay the diagnosis for one patient and may be
time subtracted from another.

It Can Lead to Extra Testing. As other possibilities are
envisioned, additional tests and imaging may be ordered.
Our patient with simple constipation now requires an ab-
dominal CT scan. This greatly increases the chances of
discovering incidental findings and the risk of inducing

cascade effects, where one thing leads to another, all of
them extraneous to the original problem.203 Not only might
these pose additional risks to the patient, such testing is also
likely to increase costs.173 The risk of changing a “right”
diagnosis to a “wrong” one will necessarily increase as the
number of options enlarges; research has found that this
sometimes occurs in experimental settings.99,168

It May Change the Patient-Physician Dynamic. Like
physicians, most patients much prefer certainty over ambi-
guity. Patients want to believe that their healthcare provid-
ers know exactly what their disorder is, and what to do
about it. An approach that lays out all the uncertainties
involved and the probabilistic nature of medical decisions is
unlikely to be warmly received by patients unless they are
highly sophisticated. A patient who is reassured that he or
she most likely has constipation will probably sleep a lot
better than the one who is told that the abdominal CT scan
is needed to rule out more serious concerns.

The Risk of Diagnostic Error May Actually Increase.
The quality of automatic decision making may be degraded
if subjected to conscious inspection. As pointed out in
Blink,127 we can all easily envision Marilyn Monroe, but
would be completely stymied in attempting to describe her
well enough for a stranger to recognize her from a set of
pictures. There is, in fact, evidence that complex decisions
are solved best without conscious attention.204 A comple-
mentary observation is that the quality of conscious decision
making degrades as the number of options to be considered
increases.205

Increased Reliance on Consultative Systems May Result
in “Deskilling.” Although currently the diagnostic deci-
sion-support systems claim that they are only providing
suggestions, not “the definitive diagnosis,”206there is a ten-
dency on the part of users to believe the computer. Tsai and
colleagues207 found that residents reading electrocardio-
grams improved their interpretations when the computer
interpretation was correct, but were worse when it was
incorrect. A study by Galletta and associates208 using the
spell-checker in a word-processing program found similar
results. There is a risk that, as the automated programs get
more accurate, users will rely on them and lose the ability to
tell when the systems are incorrect.

A summary of the strategies, their assumptions, which
may not always be accurate, and the tradeoffs in implement-
ing them is shown in Table 2.

RECOMMENDATIONS FOR FUTURE RESEARCH

“Happy families are all alike; every unhappy family is
unhappy in its own way.”

—Leo Tolstoy, Anna Karenina209

We are left with the challenge of trying to consider
solutions based on our current understanding of the research
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Table 2 Strategies to Reduce Diagnostic Errors

Strategy Purpose Timing Focus Underlying Assumptions Tradeoffs

Education and training
Training in reflective

practice and
avoidance of biases

Provide metacognitive
skills

Not tied to specific
patient cases

Individual, prevention Transfer from educational to
practice setting will occur;
clinician will recognize when
thinking is incorrect

Not tied to action: expensive and time
consuming except in defined
educational settings

Increase expertise Provide knowledge
and experience

Not tied to specific
patient cases

Individual, prevention Transfer across cases will occur;
errors are a result of lack of
knowledge or experience

Expensive and time consuming except
in defined educational settings

Consultation
Computer-based

general knowledge
resources

Validate or correct
initial diagnosis;
suggest alternatives

At the point-of-
care while
considering
diagnosis

Individual, prevention Users will recognize the need
for information and will use
the feedback provided

Delay in action; most sources still
need better indexing to improve
speed of accessing information

Second opinions/
consult with
experts

Validate or correct
initial diagnosis

Before treatment
of specific
patient

System, prevention/
mitigation

Expert is correct and/or
agreement would mean
diagnosis is correct

Delay in action; expense, bottlenecks,
may need 3rd opinion if there is
disagreement; if not mandatory
would be only used for cases where
physician is puzzled

DDSS Validate or correct
initial diagnosis

Before definitive
diagnosis of
specific patient

System, prevention DDSS suggestions would include
correct diagnosis; physician
will recognize correct
diagnosis when DDSS
suggests it

Delay in action, cost of system; if not
mandatory for all cases would be
only used for cases where physician
is puzzled

Feedback
Increase number of

autopsies/M&M
Prevent future errors After an adverse

event or death
has occurred

System, prevention in
future

Clinician will learn from errors
and will not make them
again; feedback will improve
calibration

Cannot change action, too late for
specific patient, expensive

Audit and feedback Prevent future errors At regular intervals
covering multiple
patients seen
over a given
period

System, prevention in
future

Clinician will learn from errors
and will not make them
again; feedback will improve
calibration

Cannot change action, too late for
specific patient, expensive

Rapid follow-up Prevent future errors
and mitigate harm
from errors for
specific patient

At specified
intervals unique
to specific
patients shortly
after diagnosis
or treatment

System, mitigation Error may not be preventable,
but harm in selected cases
may be mitigated; feedback
will improve calibration

Expense, change in workflow, MD time
in considering problem areas

DDSS � diagnostic decision-support system; MD � medical doctor; M&M � morbidity and mortality.
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on overconfidence and the strategies to overcome it. Studies
show that experts seem to know what to do in a given
situation and what they know works well most of the time.
What this means is that diagnoses are correct most of the
time. However, as advocated in the Institute of Medicine
(IOM) reports, the engineering principle of “design for the
usual, but plan for the unusual” should apply to this situa-
tion.210 As Gladwell211 discussed in an article in The New
Yorker on homelessness, however, the solutions to address
the “unusual” (or the “unhappy families” referenced in the
epigraph above) may be very different from those that work
for the vast majority of cases. So while we are not advo-
cating complacency in the face of error, we are assuming
that some errors will escape our prevention. For these situ-
ations, we must have contingency plans in place for reduc-
ing the harm ensuing from them.

If we look at the aspects of overconfidence discussed in
this review, the cognitive and systemic factors appear to
be more easily addressed than the attitudinal issues and
those related to complacency. However, the latter two may
be affected by addressing the former ones. If physicians
were better calibrated, i.e., knew accurately when they were
correct or incorrect, arrogance and complacency would not
be a problem.

Our review demonstrates that while all of the methods to
reduce diagnostic error can potentially reduce misdiagnosis,
none of the educational approaches are systematically used
outside the initial educational setting and when automated
devices operate in the background they are not used uni-
formly. Our review also shows that on some level, physi-
cians’ overconfidence in their own diagnoses and compla-
cency in the face of diagnostic error can account for the lack
of use. That is, given information and incentives to examine
and modify one’s initial diagnoses, physicians choose not to
undertake the effort. Given that physicians in general are
reasonable individuals, the only feasible explanation is that
they believe that their initial diagnoses are correct (even
when they are not) and there is no reason for change. We
return to the problem that prompted this literature review,
but with a more focused research agenda to address the
areas listed below.

Overconfidence
Because most studies actually addressed overconfidence
indirectly and usually in laboratory as opposed to real-life
settings, we still do not know the prevalence of overconfi-
dence in practice, whether it is the same across specialties,
and what its direct role is in misdiagnosis.

Preventability of Diagnostic Error
One of the glaring issues that is unresolved in the research
to date is the extent to which diagnostic errors are prevent-
able. The answer to this question will influence error-reduc-
tion strategies.

Mitigating Harm
More research and evaluation of strategies that focus on
mitigating the harm from the errors is needed. The re-
search approach should include what Nolan has called
“making the error visible.”164 Because these errors are
likely the ones that have traditionally been unrecognized,
focusing research on them can provide better data on how
extensively they occur in routine practice. Most strategies
for addressing diagnostic errors have focused on preven-
tion; it is in the area of mitigation where the strategies are
sorely lacking.

Debiasing
Is instruction on cognitive error and cognitive forcing strat-
egies effective at improving diagnosis? What is the best
stage of medical education to introduce this training? Does
it transfer from the training to the practice setting?

Feedback
How much feedback do physicians get and how much do
they need? What mechanisms can be constructed to get
them more feedback on their own cases? What are the most
effective ways to learn from the mistakes of others?

Follow-up
How can planned follow-up of patient outcomes be encour-
aged and what approaches can be used for rapid follow-up
to provide more timely feedback on diagnoses?

Minimizing the Downside
Does conscious attention decrease the chances of diagnostic
error or increase it? Can we think of ways to minimize the
possibility that conscious attention to diagnosis may actu-
ally make things worse?

CONCLUSIONS
Diagnostic error exists at an appreciable rate, ranging from
�5% in the perceptual specialties up to 15% in most other
areas of medicine. In this review, we have examined the
possibility that overconfidence contributes to diagnostic er-
ror. Our review of the literature leads us to 2 main conclu-
sions.

Physicians Overestimate the Accuracy of Their
Diagnoses
Overconfidence exists and is probably a trait of human
nature—we all tend to overestimate our skills and abilities.
Physicians’ overconfidence in their decision making may
simply reflect this tendency. Physicians come to trust the
fast and frugal decision strategies they typically use. These
strategies succeed so reliably that physicians can become
complacent; the failure rate is minimal and errors may not
come to their attention for a variety of reasons. Physicians
acknowledge that diagnostic error exists, but seem to be-
lieve that the likelihood of error is less than it really is. They
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believe that they personally are unlikely to make a mistake.
Indirect evidence of overconfidence emerges from the rou-
tine disregard that physicians show for tools that might be
helpful. They rarely seek out feedback, such as autopsies,
that would clarify their tendency to err, and they tend not to
participate in other exercises that would provide indepen-
dent information on their diagnostic accuracy. They disre-
gard guidelines for diagnosis and treatment. They tend to
ignore decision-support tools, even when these are readily
accessible and known to be valuable when used.

Overconfidence Contributes to Diagnostic
Error
Physicians in general have well-developed metacognitive
skills, and when they are uncertain about a case they typi-
cally devote extra time and attention to the problem and
often request consultation from specialty experts. We be-
lieve many or most cognitive errors in diagnosis arise from
the cases where they are certain. These are the cases where
the problem appears to be routine and resembles similar
cases that the clinician has seen in the past. In these situa-
tions, the metacognitive angst that exists in more challeng-
ing cases may not arise. Physicians may simply stop think-
ing about the case, predisposing them to all of the pitfalls
that result from our cognitive “dispositions to respond.”
They fail to consider other contexts or other diagnostic
possibilities, and they fail to recognize the many inherent
shortcomings that derive from heuristic thinking.

In summary, improving patient safety will ultimately
require strategies that take into account the data from this
review—why diagnostic errors occur, how they can be pre-
vented, and how the harm that results can be reduced.
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Minimizing Diagnostic Error: The Importance of Follow-up
and Feedback

An open-loop system (also called a “nonfeedback con-
trolled” system) is one that makes decisions based solely on
preprogrammed criteria and the preexisting model of the
system. This approach does not use feedback to calibrate its
output or determine if the desired goal is achieved. Because
open-loop systems do not observe the output of the pro-
cesses they are controlling, they cannot engage in learning.
They are unable to correct any errors they make or com-
pensate for any disturbances to the process. A commonly
cited example of the open-loop system is a lawn sprinkler
that goes on automatically at a certain hour each day, re-
gardless of whether it is raining or the grass is already
flooded.1

To an unacceptably large extent, clinical diagnosis is an
open-loop system. Typically, clinicians learn about their
diagnostic successes or failures in various ad hoc ways (e.g.,
a knock on the door from a server with a malpractice
subpoena; a medical resident learning, upon bumping into a
surgical resident in the hospital hallway that a patient he/she
cared for has been readmitted; a radiologist accidentally
stumbling upon an earlier chest x-ray of a patient with lung
cancer and noticing a nodule that had been overlooked).
Physicians lack systematic methods for calibrating diagnos-
tic decisions based on feedback from their outcomes. Worse
yet, organizations have no way to learn about the thousands
of collective diagnostic decisions that are made each day—
information that could allow them to both improve overall
performance as well as better hear the voices of the patients
living with the outcomes.2

THE NEED FOR SYSTEMATIC FEEDBACK
In this commentary, I consider the issues raised in the
review by Drs. Berner and Graber3 and take the discussion
further in contemplating the need for systematic feedback to
improve diagnosis. Whereas their emphasis centers around

the question of physician overconfidence regarding their
own cognitive abilities and diagnostic decisions, I suspect
many physicians feel more beleaguered and distracted than
overconfident and complacent. There simply is not enough
time in their rushed outpatient encounters, and too much
“noise” in the nonspecified undifferentiated complaints that
patients bring to them, for physicians, particularly primary
care physicians, to feel overly secure. Both physicians and
patients know this. Thus, we hear frequent complaints from
both parties about brief appointments lacking sufficient time
for full and proper evaluation. We also hear physicians’
confessions about excessive numbers of tests being done,
“overordered” as a way to compensate for these constraints
that often are conflated with and complicated by “defensive
medicine”—usually tests and consults ordered solely to
block malpractice attorneys.

The issue is not so much that physicians lack an aware-
ness of the thin ice on which they often are skating, but that
they have no consistent and reliable systems for obtaining
feedback on diagnosis. The reasons for this deficiency are
multifactorial. Table 1 lists some of the factors that mitigate
against more systematic feedback on diagnosis outcomes
and error. These items invite us to explicitly recognize this
problem and design approaches that will make diagnosis
more of a closed rather than open-loop system.

Given the current emphasis on heuristics, cognition, and
unconscious biases that has been stimulated by publications
such as Kassier and Kopelman’s classic book Learning
Clinical Reasoning,4 and How Doctors Think,5 the recent
bestseller by Dr. Jerome Groopman, it is important to keep
in mind that good medicine is less about brilliant diagnoses
being made or missed and more about mundane mecha-
nisms to ensure adequate follow-up.6 Although this asser-
tion remains an untested empirical question, I suspect that
the proportion of malpractice cases related to diagnosis
error—the leading cause of malpractice suits, outnumbering
claims from medication errors by a factor of 2:1—that
concern failure to consider a particular diagnosis is less than
imagined.7,8 Despite popular imagery of a diagnosis being
missed by a dozen previous physicians only to be eventually
made correctly by a virtuoso thinker (such as that stimulated
by the Groopman book and dramatic cases reported in the
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press), I believe such cases are less common than those
involving failure to definitively establish a diagnosis that
was considered by one or more physicians earlier. Obvious
examples include the case of a patient with chest pain being
sent home from the emergency room (ER) with a missed
myocardial infarction (MI) or that involving oversight of a
subtle abnormality on mammogram. Every ER physician in
the emergency considers MI in chest-pain patients, and why
else is a mammogram performed other than for consider-
ation of breast cancer?

EXPANDED PARADIGMS IN DIAGNOSIS
The true concern in routine clinical diagnosis is not whether
unsuspected new diagnoses are made or missed as much as

it is the complexities of weighing and pursuing diagnostic
considerations that are either obvious, may have been pre-
viously considered, or simply represent “dropped balls”
(e.g., failed follow-up on an abnormal test result).9 Further-
more, other paradigms often turn out to be more important
than simply affixing a label on a patient naming a specific
diagnosis (Table 2). Central to each of these “expanded
paradigms” is the role for follow-up: deciding when a pa-
tient is acutely ill and required hospitalization, versus rela-
tively stable but in need of careful observation, watching for
complications or response after a diagnosis is made and a
treatment started, monitoring for future recurrences, or even
simply revising the diagnosis as the syndrome evolves. It
often is more important for an ER or primary care physician
to accurately decide whether a patient is “sick” and needs to
be hospitalized or sent home than it is to come up with the
precisely correct diagnosis at that moment of first encounter.

RESPONSE OVER TIME: THE ULTIMATE TEST?
Although the traditional “test of time” is frequently in-
voked, it is rarely applied in a standardized or evidence-
based fashion, and never in a way that involves systematic
tracking and calculating of accuracy rates or formal use of
data that evolves over time for recalibration. One key un-
answered question is, To what extent can we judge the
accuracy of diagnoses based on how patients do over time
or respond to treatment? In other words, if a patient gets
better and responds to recommended therapy, can we as-
sume the treatment, and hence the diagnosis, was correct?
Basing diagnosis accuracy and learning on capturing feed-
back on whether or not a patient successfully “responds” to
treatment is fraught with nuances and complexities that are
rarely explicitly considered or measured. A partial list of
such complexities is shown in Table 3.

Despite these limitations, feedback on patient response is
critical for knowing not just how the patient is doing but
how we as clinicians are doing. Particularly if we are mind-
ful of these pitfalls, and especially if we can build in rigor
with quantitative data to better answer the above questions,
feedback on response seems imperative to learning from
and improving diagnosis.

VIEWING DIAGNOSIS AS A RELATIONSHIP
RATHER THAN A LABEL
Feedback on how patients are doing embodies an important
corollary to the entire paradigm of diagnosis tracking and
feedback. To a certain extent, diagnosis has been “reified,”
i.e., taken as an abstraction—an artificially constructed la-
bel—and misconceived as a “fact of nature.”10,11 By turning
complex dynamic relationships between patients and their
social environments, and even relationships between physi-
cians and their patients, into “things” that boil down to neat
categories, we risk oversimplifying complicated interac-
tions of factors that are, in practice, larger than an Interna-
tional Classification of Diseases, 9th Revision (ICD-9) or

Table 1 Barriers to feedback and follow-up

● Physician lack of time and systematic approaches for
obtaining follow-up
—Unrealistic to expect MDs to rely on memory or ad hoc
methods

● Clinical practice often doesn’t require a diagnosis to treat
—Blunts MDs interest in feedback/follow-up
—Legitimately seen as purely academic question
—Suggests it is not worth time for follow-up

● High frequency of symptoms for which no definite
diagnosis is ever established
—Self-limited nature of many symptoms/diagnoses
—Nonspecific symptoms for which no “organic” etiology
ever identified

● Threatening nature of critical feedback makes MDs
defensive
—MDs pride themselves on being “good diagnosticians”
—Reluctance of colleagues to “criticize” peers and be
critiqued by them

● Fragmentation and discontinuities of care
—Ultimate diagnoses are often made later, in different
setting
—Patient seen in other ERs, by specialists, admitted to
different hospital
—No organized system for feedback of findings across
institutions

● Reliance on patient return for follow-up; fragile link
—Patients busy; inconvenient to return
—Cost barriers

Œ Out-of-pocket costs from first visit can inhibit return
Œ Perceived lack of “value” for return visit

—If improved, seems pointless
—If not improved, may also seem not worthwhile

—Patient satisfaction and convenience
Œ If not improved, disgruntled patient may seek care

elsewhere
● Managed care barriers discourage access

—Prior approval often required for repeat visit
● “Information breakage” despite return to original setting/

MD
—Original record or question(s) may be inaccessible or
forgotten
—May see partner of MD or other member of team

ER � emergency room; MD � medical doctor.
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Diagnostic and Statistical Manual of Mental Disorders, 4th

Edition (DSM-IV) label.12

Building dialogue into the clinical diagnostic process,
whereby the patient tells the practitioner how he/she is
doing, represents an important premise. At the most basic
level, doing so demonstrates a degree of caring that extends
the clinical encounter beyond the rushed 15-minute exam. It
is impossible to exaggerate the amazement and appreciation
of my patients when I call to ask how they are doing a day
or a week after an appointment to follow up on a clinical
problem (as opposed to them calling me to complain that
they are not improving!). Such follow-up means acknowl-
edging that patients are coproducers in diagnosis—that they
have an extremely important role to play to ensure that our
diagnoses are as accurate as possible.13

The concept of coproduction of diagnosis goes beyond
patients going home and “googling” the diagnosis the physi-

cian has suggested in order to decide whether their symptoms
are consistent with what they read on the Internet, although
there is certainly a role for such searches. It also is about much
more than patients obtaining a second opinion from a second
physician to enhance and ensure the accuracy of the diagnosis
they were given (although this also is happening all the time,
and we lack good ways to learn from such error-checking
activities). What coproduction of diagnosis really should mean
is that the patient is a partner in thinking through and testing
the diagnostic hypothesis and has various important roles to
play, some of which are described below.

Confirming or refuting a diagnostic hypothesis based
on temporal relationships. “Doc, I know you think this
rash is from that drug, but I checked and the rash started a
week before I began the medication,” or “The fever started
before I even went to Guatemala.”

Noting relieving or exacerbating factors that otherwise
might not have been considered. “I later noticed that
every time I leaned forward it made my chest pain better.”
This is a possible clue for pericarditis.

Carefully assessing the response to treatment. “The
medication seemed to help at first, but is no longer helping.”
This suggests that the diagnosis or treatment may be incor-
rect (see Table 3).

Feeding back the nuances of the comments of a specialist
referral. “The cardiologist you sent me to didn’t think the
chest pain was related to the mitral valve problem but she
wasn’t sure.”

Triggering other past historical clues. “After I went home
and thought about it, I remembered that as a teenager I once
had an injury to my left side and peed blood for a week,”
states a patient with an otherwise inexplicable nonfunction-
ing left kidney. “I remembered that I once did work in a
factory that made batteries,” offers a patient with a elevated
lead level.

Should I, as the physician of each of the actual patients
cited above, have “taken a better history” and uncovered
each of these pieces of data myself on the initial visit? Each
emerged only through subsequent follow-up. Shouldn’t I
have asked more detailed probing questions during my first
encounter with the patient? Shouldn’t I have asked fol-
low-up questions during the initial encounter that more
actively explored my differential diagnosis based on (what
ideally should be) my extensive knowledge of various dis-
eases? Realistically, this will never happen.

Hit-and-miss medicine needs to be replaced by pull sys-
tems, which are described by Najarian14 as “going forward
by moving backward.” Communication fed back from
downstream outcomes, like Japanese kanban cards, should
reliably pull the physician back to the patient to adjust

Table 2 Limitations of using successful or failed
“treatment response” as an indicator for diagnostic error

● Diagnosis of severity/acuity
—Failure to recognize patient need to be hospitalized or
sent to ICU

● Diagnosis of complication
—Assessing sequelae of a disease, drug, or surgery

● Diagnosis of a recurrence
—What follow-up surveillance is required and how to
interpret results

● Diagnosis of cure or failure to respond
—When can clinician feel secure vs worry if symptoms
don’t improve
—When should “test-of-cure” be done routinely

● Diagnosis of a misdiagnosis
—When should a previous diagnosis be questioned and
revised

ICU � intensive care unit.

Table 3 Factors complicating assessment of treatment
response

● Patients who respond to a nonspecific/nonselective drug
(e.g., corticosteroids) despite a wrong diagnosis

● Patients who fail to respond to therapy despite the
correct diagnosis

● Varying time intervals for expected response
— When does a clinician decide a patient is/is not
responding

● Interpretation of partial responses
● How to incorporate known variations in response

—Timing
—Degree

● Role of surrogate (e.g., lab test or x-ray improvement) vs
actual clinical outcome

● Timing of repeat testing to check for patient response
—When and how often to repeat an x-ray or blood test

● Role of mitigating factors
—Self-limited illnesses
—Placebo response
—Naturally relapsing and remitting courses of disorders
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his/her management as well as continuously redesign meth-
ods for approaching future patients.

AVOIDANCE OF TAMPERING
Carefully refined signals from downstream feedback repre-
sent an important antidote to a well-known cognitive bias,
anchoring, i.e., fixing on a particular diagnosis despite cues
and clues that such persistence is unwarranted. However,
feedback can exacerbate another bias—availability bias,15

i.e., overreacting to a recent or vividly recalled event. For
example, upon learning that a patient with a headache that
was initially dismissed as benign was found to have a brain
tumor, the physician works up all subsequent headache
patients with imaging studies, even those with trivial histo-
ries. Thus, potentially useful feedback on the patient with a
missed brain tumor is given undue weight, thereby biasing
future decisions and failing to properly account for the rarity
of neoplasms as a cause of a mild or acute headache.

When the quality guru Dr. W. Edwards Deming came
into a factory, one of the first ways he improved quality was
to stop the well-intentioned workers from “tampering,” i.e.,
fiddling with the “dials.”16 For example, at the Wausau
Paper company, the variations in paper size decreased by
simply halting repeated adjustments of the sizing dials,
which Deming showed often represented chasing random
variation. As he dramatically showed with his classic funnel
experiment, in which subjects dropped marbles through a
funnel over a bull’s-eye target, the more the subject at-
tempted to adjust the position to compensate for each drop
(e.g., moving to the right when a marble fell to the left of the
target), the more variation was introduced, resulting in
fewer marbles hitting the target than if the funnel were held
in a consistent position. By overreacting to this random
variation each time the target was missed, the subjects
worsened rather than improved their accuracy and thereby
were even less likely to hit the target.

If each time a physician’s discovery that his/her diagnos-
tic assessment erred on the side of a making a common
diagnosis (thus missing a rare disorder) led to overreactions
regarding future patients, or conversely, if each time the
physician learned of a fruitless negative workup for a rare
diagnosis, he/she vowed never to order so many tests, our
cherished continuous feedback loops merely could be add-
ing to variations and exacerbating poor quality in diagnosis.
Or to paraphrase the language of Berner and Graber3 or
Rudolph,17 feedback that inappropriately leads to either
shaking or bolstering the physician’s confidence in future
diagnostic decision making is perhaps doing more harm
than good. The continuous quality improvement (CQI) no-
tion of avoiding tampering can be seen as the counterpart to
the cognitive availability bias. It suggests a critical need to
develop methods to properly weigh feedback in order to
better calibrate diagnostic decision making. Although some
of the so-called “statistical process control” (SPC) rules can
be adapted to ensure more quantitative rigor to recalibrating
decisions, generally, physicians are unfamiliar with these

techniques. Thus, developing easy ways to incorporate,
weigh, and simplify feedback data needs to be a priority.

CONCLUSION
Learning and feedback are inseparable. The old tools—ad hoc
fortuitous feedback, individual idiosyncratic systems to track
patients, reliance on human memory, and patient adherence to
or initiating of follow-up appointments—are too unreliable to
be depended upon to ensure high quality in modern diagnosis.
Individual efforts to become wiser from cumulative clinical
experience, an uphill battle at best, lack the power to provide
the intelligence needed to inform learning organizations. What
is needed instead is a systematic approach, one that fully
involves patients and possesses an infrastructure this is hard
wired to capture and learn from patient outcomes. Nothing less
than such a linking of disease natural history to learning orga-
nizations poised to hear and learn from patient experiences and
physician practices will suffice.
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PIAMPIANO, J.

The Defendant, having been convicted upon a jury verdict of Murder in the Second

Degree (Penal Law § 125.25 [4]), moved this Court for an order, pursuant to Criminal

Procedure Law § 440.10 (1) (g) and (1) (h), vacating the judgment of conviction and

sentence or, in the alternative, a hearing on the matter.  The Defense request was premised,

in large part, on the assertion that the Defendant was convicted on the basis of



uncorroborated evidence that is now widely disputed in the medical community.  The

Defense claimed that new medical and scientific research, relative to the existence and

characteristics of Shaken Baby Syndrome, has undermined the reliability of the verdict.

In addition to new medical and scientific evidence, the Defense claimed the

existence of new exculpatory evidence from a daycare provider about statements made by

a child witness, who was interviewed by the police, but did not testify at trial.  The

Defense also asserted an ineffective assistance of counsel claim.

The People opposed the relief sought in the Defendant’s application, on the

grounds that additional medical and expert witness testimony about Shaken Baby

Syndrome is not “new evidence” pursuant to CPL § 440.10 (1) (g); that the proposed,

newly discovered evidence, some of which was available prior to the Defendant’s trial, is

cumulative; and that it is not probable that the admission of such evidence at a subsequent

trial would result in an acquittal.  The People further asserted that certain evidence which

the Defense would offer at a subsequent trial constitutes inadmissible hearsay; that the

Defendant did not act with due diligence in bringing her claims of newly discovered

evidence; and that the Defendant did not establish the ineffective assistance of counsel.

Upon consideration of the parties’ respective submissions and oral arguments, the

Court granted the Defense request for a hearing with respect to, inter alia, the limited

issues of whether the proffered expert witness testimony concerning head injuries in

children, and whether the proffered testimony concerning Sandra Hennessy’s observations
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of Cameron Burnside’s behavior, constitute“new evidence” as that term is contemplated

by Criminal Procedure Law § 440.10 (1) (g). 

The hearing commenced on April 17, 2014 and spanned three weeks, during which

time both parties presented the testimony of numerous witnesses and offered a multitude of 

exhibits in support of their respective positions.  Upon the close of proofs, the Court

directed each party to submit proposed Findings of Fact and Conclusions of Law.  The

Court received written submissions on behalf of the respective parties.

Now, upon consideration of the credible evidence adduced at the hearing of this

matter, the Court hereby makes the following Findings of Fact.

FINDINGS OF FACT

THE DEFENDANT’S TRIAL
December 2001

On the morning of June 6, 2001, two and a half year old Brittney Sheets was left in

the care of the Defendant, who operated a daycare business at her home.  Prosecution

witnesses testified that Brittney did not exhibit any signs of injury prior to being dropped

off at approximately 8:30 a.m. that day.  At approximately 3:15 p.m., Brittney’s father,

David Sheets, received a telephone call from the Defendant, who said that Brittney had

fallen off of a bench and bumped her head.  The Defendant further advised Mr. Sheets that

he needed to get to the daycare quickly.  Mr. Sheets responded, and found Brittney to be

unresponsive.  The Defendant told him that, while she was in the bathroom, Brittney had

fallen from a chair in the playroom. 
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Brittney’s parents took her to the office of her pediatrician, Jack Finnell, M.D.  Dr.

Finnell called for an ambulance, and Brittney was taken to Strong Memorial Hospital. 

Although she received treatment in the pediatric intensive care unit, Brittney was

pronounced dead the following day.  

At the Trial, Dr. Finnell testified, as follows:

Q. Doctor, are you familiar with the term Shaken Baby Syndrome or Shaken Baby
Impact Syndrome?

A. Yes.

Q. How are you familiar with that?

A. Throughout medical school, residency, reading about it in journals, experiencing a
couple cases of it while in residency, mainly seeing those kids in the Intensive Care
Unit after the fact.

Q. Doctor, based on your training and experience, did the injuries that you suspected
that were ultimately borne out at the hospital, were those injuries consistent with a
fall from a chair on to a carpeted floor?

A. No.

Q. Why not?

A. Again, I hark back to someone, one of the attendings when I was in medical school
as well as reading it in different textbooks and different journals that it is rare and,
in fact, never has been seen to have a child fall from less than ten feet or
approximately a second story window result in a serious brain injury.  

Q. And, Doctor, based on your training and experience, do you have an opinion as to
whether or not the injuries that Brittney suffered were consistent with a shaking or
a shaking impact?
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A. I do.

Q. What is that?

A. My opinion is based on the fact that there was no external signs of trauma; based
on what I know of the Medical Examiner’s report that these injuries could not have
been suffered any other way than a Shaken Child Syndrome.

At the trial, Frank Maffei, M.D., a pediatric intensive care physician at Strong

Memorial Hospital who treated Brittney on June 7, 2001, testified that, “I believe this child

suffered non-accidental brain injury and I believe the mechanism was from violent

shaking.”  Dr. Maffei based his opinion on a “constellation” of findings that included the

consideration of a “history.”  Dr. Maffei testified that he had noted in his medical chart

that, in addition to shaking, there may have been an impact.  As to the possibility that

Brittney’s injuries could have been caused by a fall, Dr. Maffei testified that the forces

occurring in a fall “usually are not” or are ,“rarely, if ever” life threatening.

Upon examination of Brittney’s eyes at approximately 7:30 a.m. on June 7, 2001,

Dr. Maffei observed diffuse retinal hemorrhages in both eyes, with multiple areas of

bleeding.  Dr. Maffei further testified that an ophthalmologist later concurred with those

findings.  On cross-examination, Dr. Maffei testified that impact occurs along with shaking

in the majority of cases, and that shaking with impact, generates greater forces than

shaking alone.  Dr. Maffei acknowledged that he was familiar with a study conducted by

Dr. John Plunkett, published in 2001, in which Dr. Plunkett concluded that short falls can

be fatal to children.
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At the Trial, Ana Rubio, M.D., testified on behalf of the Prosecution regarding the

autopsy that she had conducted on Brittney.  Dr. Rubio noted bruises on Brittney’s throat

and abdomen, and the inside of Brittney’s scalp.  She “could see only one sign of external

trauma in the back of the head on the right side and a little contusion of the cerebellum

underneath that area . . . that would be clinically unsignificant [sic].”  Dr. Rubio testified

that Brittney had suffered a subarachnoid hemorrhage, as well as a subdural hemorrhage in

the back and middle of her head.  There was a contusion of the back portion of the brain

itself, and there was blood in the space between the dura matter and the eye.  Further

examination revealed retinal hemorrhages in both eyes.  

Dr. Rubio testified that Brittney had suffered the kind of massive trauma that one

might see as a result of being in a car accident.  She described Brittney’s injuries as

resulting from “Shaken Impact Baby Syndrome” and testified that the acceleration and

deceleration forces in shaking a child will be greater if the child’s head “is suddenly

stopped by impact against a surface.”  Dr. Rubio explained Shaken Impact Baby Syndrome

as, “a constellation of findings, pathologic findings that they are produced in the setting of

a small child being shaken and shaken meaning not only shaking the baby, but maybe

shaken plus sudden deceleration when the body is put against a soft object.”  Dr. Rubio

testified that the cause of death in this case was, “multiple injuries to the central nervous

system produced by rotational forces,” and that, “the most likely explanation” was that

Brittney died as a result of “shaking and impact.”  
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When asked to state the constellation of injuries that she would need to find in

order to make a diagnosis involving the Shaken Impact Baby Syndrome, Dr. Rubio

testified:

In the medical literature the three findings that are usually present are
subdural hemorrhage which is the blood underneath the dura or
subarachnoid hemorrhage or both, a regular [sic retinal] hemorrhage, and
cerebral edema which is swelling of the brain.

Dr. Rubio found all of those injuries in Brittney’s case, along with extensive

hemorrhage in the nerves around the spinal cord.

Dr. Rubio further testified that, before making a diagnosis of Shaken Impact Baby

Syndrome, she considered the history regarding the cause of the injuries including, in this

case, the allegation that Brittney jumped or fell from a chair that was about 18 inches high. 

It was Dr. Rubio’s opinion that Brittney’s injuries were inconsistent with being caused by

such a fall.  On cross-examination, when Dr. Rubio was asked whether it was possible for

Brittney to have sustained the injuries as a result of falling from a chair, Dr. Rubio

indicated that it was “extremely unlikely.”

The Defense called Robert Greendyke, M.D., as an expert witness at the Trial.  Dr.

Greendyke testified that, in preparation for his testimony, he reviewed Dr. Finnell’s

reports, reports of Brittney’s visit to the emergency room, ambulance records, and the

Medical Examiner’s report. He also examined microscopic tissue sections that were

prepared in conjunction with the autopsy by the Medical Examiner’s Office, and he

reviewed reports pertaining to CT and MRI scans performed on Brittney.
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Dr. Greendyke testified that at least some of the blood observed on Brittney’s brain

during the autopsy was the result of post-mortem or peri-mortem bleeding, and that at least

some of the retinal hemorrhaging also occurred post-mortem, or while Brittney was at the

hospital.  Dr. Greendyke further testified that some of the blood pigment on the brain was

caused by a previous fall that Brittney allegedly had sustained in December of 2000, when

she was in the Defendant’s care.

According to Dr. Greendyke’s testimony, there was an absence of axonal injuries,

which indicated that Brittney’s injuries were not the result of Shaken Baby Syndrome. 

Based upon the bleeding and bruising on the surface of the brain, Dr. Greendyke

concluded that Brittney’s death resulted from a “violent impact” to her head.  He noted

that there was “a bruise on the edge of the cerebellum which is a portion of the brain in the

back lower central portion of the head,” which was “evidence of the head while in motion

having struck something,” and that Brittney’s injuries were consistent with a fall.  On

cross-examination, Dr. Greendyke testified that Brittney’s injuries could have been the

result of her falling from a height of 18 inches onto a carpeted floor, “without question.”

THE POST-CONVICTION HEARING
April 2014

At the hearing, the Defense case commenced with the testimony of Peter Stephens,

M.D.  Based on the credible evidence adduced at the hearing, the Court finds Dr. Stephens

to be an expert in the area of pathology.  In that regard, the Court credits Dr. Stephens’

testimony that the recognition of the danger of falling has changed since 2001.  Dr.

Stephens explained that, over the last ten years, there has been a progressive change in the
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attitude toward pediatric head trauma in at least three areas.  First, there now is general

agreement that short distance falls can cause death.  Second, since 2001, retinal

hemorrhages have been shown to result from increased pressure inside of the skull, rather

than any type of rotational injury.  Third, there is a discrepancy in the classical shaken

baby theory, with respect to the traditional thinking that shaking disrupted the bridging

veins on the surface of the brain.

Based on the credible evidence established at the hearing, the Court finds Kenneth

Monson, Ph.D., to be an expert in biomechanical engineering with respect to his

testimony.  In that regard, the Court credits Dr. Monson’s testimony that the biomedical

research and literature has developed significantly since 2001, on the issue of whether

shaking, and not short falls, is likely to be the mechanism for the type of injury at issue. 

That is, shaking a child hard enough to cause brain injury also would cause neck injury,

yet none was observed in this case.  Further, even falls of just a few feet generate levels of

force and velocity that exceed known thresholds for brain injury, which is far more force

than an adult human can generate by shaking.  

Based on Dr. Monson’s knowledge, none of the modeling attempts made since

2001 were able to establish that the violent shaking of an infant or a toddler could cause

the kind of subdural hematomas, retinal hemorrhages, brain injury, and death that were

associated with this case.  Rather, every biomedical investigation that has been performed

continues to suggest that the accelerations associated with shaking are lower than what
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would be expected as necessary to cause those injuries.  Significantly, nothing before 2001

would contradict that finding.

Based on the credible evidence established at the hearing, the Court finds John

Plunkett, M.D., to be an expert in the area of general and forensic pathology with respect

to his testimony.  Dr. Plunkett has extensively studied the dangers of short falls to children. 

A research paper published by Dr. Plunkett in 2001challenged the then-existing perception

that short falls or low velocity impacts could not cause death, by proving that “it was

wrong.”  The study documented cases in which children had died from falls, and it was

discussed by expert witnesses at the Trial.

The Court further credits the testimony of Dr. Plunkett that the triad of subdural

hematoma (subdural hemorrhage), retinal hemorrhage, and cerebral edema (swelling of the

brain) was viewed as generally pathognomonic (i.e., distinctively characteristic), of

Shaken Baby Syndrome prior to the time frame of 2001-2002.  Similar testimony was

given by several additional Defense witnesses:  Peter Stephens. M.D., Patrick Lantz, M.D.,

and Patrick Barnes, M.D.

Dr. Plunkett described Brittney’s injuries as including a small volume acute

subdural hematoma, malignant rapid brain swelling, contusion at the base of her left

temporal lobe, and brain herniation.  Dr. Plunkett testified that the combination of the

swelling and the herniation caused Brittney’s death.  Based on the injuries and the history

provided, Dr. Plunkett concluded that the bruising on the back of Brittney’s head was

evidence of an impact injury.  He determined that Brittney’s head was in motion and
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struck a solid object, and that her injuries were consistent with the alleged falling or

jumping from an 18 inch high chair, and hitting her head on the floor.

Based on the credible evidence established at the hearing, the Court finds Michael

Baden, M.D., to be an expert in the area of pathology with respect to his testimony.  Dr.

Baden is a retired pathologist who served as the Chief Medical Examiner of New York

City, as well as the Director of the New York State Police Medico-Legal Investigations

Unit.  Dr. Baden testified that he reviewed the autopsy report in this case, photographs of

the autopsy and the scene, the ambulance report, hospital records, and trial transcripts.  

Referring to the autopsy report, Dr. Baden testified that Brittney’s injuries, “were

classically due to a fall.”  Dr. Baden disagreed with Dr. Rubio’s conclusion that Brittney’s

injuries were consistent with rotational forces and opined that Brittney had a

coup/contrecoup injury.  Dr. Baden explained that a coup injury only occurs if the moving

head strikes something.  A contrecoup indicates an impact site on one area of the head and

a bruise on the brain 180 degree opposite thereto.  The presence of a coup/contrecoup

injury signifies that the head had to be moving at the time that it struck the ground, which

is typical of a fall.

In Dr. Baden’s opinion, the opinions and conclusions of Dr. Rubio were

inconsistent with some of her findings.  By way of example, Dr. Baden noted that the

cause of death listed in Brittney’s autopsy report was multiple brain injuries due to

rotational forces (Shaken Impact baby Syndrome) homicide.  Rather than multiple brain

injuries, however, Dr. Baden noted that there were no brain injuries other than the two that
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he had previously referenced in the back of the brain and the front side of the brain, which

“are classic for a fall and don’t support the concept of shaken baby.  And there is no

subdural hemorrhage, which is part of the importance of the shaken baby that she

describes.”

The Prosecution did not deny that short falls can be fatal.  Rather, they countered

that fatal falls are so rare as to be inconsequential.  Sandeep Narang, M.D., a pediatrician

who appeared on behalf of the Prosecution, summarized the changes in short fall literature

since 2001.  He testified that short falls were better defined as five feet or less, and that

there has been better biomechanical study of the forces involved in short falls, but the

conclusion reached had been the same:  that deaths from short falls are possible, but rare.  

On cross-examination Dr. Narang testified that, “Yes,” the epidemiology literature

suggests that short falls can kill, although rarely.  The Defense asked, “So, again, if the

doctors at this trial testified that short falls cannot cause this, that’s just wrong, isn’t it?”

Dr. Narang answered, “If they testified to that, yes, sir.”  Nevertheless, Dr. Narang

conceded that in 1997, leading physicians in pediatrics were stating that the three findings

which comprised the triad were virtually unique to Shaken Baby Syndrome.  

Barbara Wolf, M.D., a pathologist who appeared on behalf of the Prosecution,

opined that Brittney’s death was caused by an impact to her head, with or without shaking. 

Furthermore, contrary to Dr. Rubio’s Trial testimony, Dr. Wolf did not believe that

Brittney was shaken and then placed against a soft surface, given that there was a bruise on

Brittney’s brain.  
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The credible evidence adduced at the hearing established, however, the falsity of

the existing perception at the time of Trial, that short falls or low velocity impacts could

not cause death.  In that regard, Dr. Plunkett’s 2001 paper included a number of cases that

were either witnessed by non-family members or by a number of adults.  One case was

documented by a video which showed a low velocity impact that resulted in death.  The

child in that videotaped fall was 23 months old; she was about the same height, but “a little

heavier” than Brittney.

The video depicting the fall was received, under seal, as a Court exhibit.  The Court

and the parties’ respective attorneys viewed the video at the hearing.  In that footage, the

23 month old girl and her older brother were playing on a plastic gym-type house in the

garage of their parents’ home.  As the girl was straddling one of the rails, holding on with

her hand, she lost her grip and fell sideways.  The girl’s head was about three and a half

feet above the ground when she went into a free fall and struck the ground (carpet over a

concrete garage floor).  The girl first struck with her outstretched hands, and then with the

right side of her forehead.  She initially was conscious, but five or ten minutes later she

had a seizure and was brought into a local hospital.  The girl developed a large volume

subdural hematoma, which was surgically evacuated, but she subsequently developed

malignant cerebral edema and died.  The fall occurred in 1993, but Dr. Plunkett did not

become aware of it until 2000, when he accidentally came across the incident in the U.S.

Consumer Product Safety Commission database.  The Court credits Dr. Plunkett’s

testimony that the incident did not appear in the press, or anywhere else that he was aware.
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Based on the credible evidence established at the hearing, the Court finds Patrick

Lantz, M.D., to be an expert in the area of pathology with respect to his testimony.  In that

regard, the Court credits Dr. Lantz’s testimony that, at the time of Trial, ophthalmologists

believed that only the acceleration/deceleration forces generated by violent shaking could

cause retinal hemorrhages.  Subsequently, similar eye findings were made in relation to

crush injuries, falls, and traffic accidents.  Dr. Lantz testified that, based upon his review

of the medical records and imaging studies in this case, Brittney had retinal hemorrhages

that developed while she was in the hospital.

Brian Forbes, M.D., a pediatric ophthalmologist who appeared on behalf of the

Prosecution, opined that retinal hemorrhages, including those seen in Brittney, are not

consistent with a history from a short distance fall.  On cross-examination, Dr. Forbes was

asked to compare two writings of the American Academy of Ophthalmology (AAO), one

of which was printed from the AAO web site and entitled, “Shaken Baby Resources.”  The

following excerpt from that writing, which dated back to 2003, was read into the record by

Defense counsel:

When extensive retinal hemorrhage accompanied by perimacular folds and
schisis cavities is found in association with intracranial hemorrhage or other
evidence of trauma to the brain in an infant, shaking injury can be
diagnosed with confidence regardless of other circumstances [emphasis
added].

The second writing was entitled, “Information Statement, Abusive Head

Trauma/Shaken Baby Syndrome.  The following excerpt from that writing, which was

dated June 2010, was read into the record by Defense counsel:
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When extensive retinal hemorrhage accompanied by perimacular folds and
schisis cavities are found in association with intracranial hemorrhage or
other evidence of trauma to the brain in an infant without another clear
explanation, abusive head trauma can be diagnosed with confidence
regardless of other circumstances [emphasis added].

Dr. Forbes admitted that the relevant medical community knows far more about retinal

hemorrhages in 2014 than it did in 2001-2002.

Daniel Lindberg, M.D., an emergency room physician who was called to testify on

behalf of the Prosecution, stated his belief that the phrase, “shaken child syndrome” was an

unfortunate shorthand which could encompass impact.  Dr. Lindberg also testified that

retinal hemorrhages can be caused by many different types of trauma, but the severity of

Brittney’s retinal hemorrhages was inconsistent with a fall from a height of 18 inches. 

Contrary to Dr. Lindberg’s testimony, the Court finds the testimony of Julie Mack, M.D. to

be persuasive, in that the retinal hemorrhaging seen in Brittney’s eyes was consistent with

a short distance fall.

Based on the credible evidence established at the hearing, the Court finds Julie

Mack, M.D., to be an expert in the area of radiology with respect to her testimony.  In that

regard, Dr. Mack testified that, while the idea that shaking caused bridging vein rupture

was widely accepted at the time of the Defendant’s Trial, it now is clear that shaking does

not generate enough force to produce a bridging vein rupture.  Furthermore, Dr. Mack

reviewed Brittney’s CT scans and MRI, and concluded that the radiology in this case was

inconsistent with a bridging vein rupture.
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The Court credits Dr. Mack’s testimony that the swelling of Brittney’s brain

developed swiftly, and that it progressed while she was in the hospital.  Brittney’s first CT

was performed approximately three hours after she allegedly fell.  Shortly after Brittney’s

second CT, which was done around midnight, a monitor was placed into Brittney’s brain to

check the pressure; the pressure was high enough to significantly limit the amount of blood

getting into the brain.  That is, the brain was not being perfused even though the heart still

was pumping.  Given that the blood had to go elsewhere, there was distension in places

where blood was not ordinarily seen.

The Court credits Dr. Mack’s testimony that there was an altered blood flow

pattern, which included blood going forward into the eye, including the retinas.  The

radiology was unequivocal that the hemorrhage progressed, becoming worse in the

hospital.

In Brittney’s case, there was the unusual occurrence of rapidly developing brain

swelling.  Blood seen at the autopsy might have represented a natural progression, rather

than simply trauma.  Dr. Mack summarized:

So, really the summary of the imaging is we have severe, rapidly developing
brain edema, progressing to brain death in the course of a day, associated
with only a small amount of extra-axial hemorrhage.  The contention is an
alleged fall injury.

Dr. Mack acknowledged that radiology cannot distinguish between an injury that

was accidental, versus an injury that was caused intentionally.  Radiology can, however,

provide the basis for findings that are consistent, or inconsistent with the provided clinical
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history.  In this case, the radiology was consistent with a small amount of bleeding and a

contrecoup injury, such as a short distance fall from a chair.

Based on the credible evidence established at the hearing, the Court finds John

Galaznik, M.D., to be an expert in the area of pediatrics with respect to his testimony.  Dr.

Galaznik testified regarding the change in opinion of the American Academy of Pediatrics,

regarding head injury in children.  At the hearing, Dr. Galaznik was questioned relative to a

2001 article published in Pediatrics, the official journal of the American Academy of

Pediatrics, entitled, “Shaken Baby Syndrome: Rotational Injuries – Technical Report.” 

Consistent with the contents of that article, Dr. Galaznik, as a pediatrician, understood that

it was not possible for the constellation of injuries at issue to occur with a short fall.  

In 2009, the American Academy of Pediatrics (AAP) published an article entitled,

“Abusive Head Trauma in Infants and Children,” in which it was acknowledged that

injuries from accidental and abusive causes overlap.  Further, the Academy removed the

claim that short falls do not cause symptoms like those observed in Brittney Sheets.  The

abstract contained in the 2009 article states, in part:

Shaken baby syndrome is a term used often by physicians and the public to
describe abusive head trauma inflicted on infants and young children. 
Although the term is well known and has been used for a number of
decades, advances in the understanding of the mechanisms and clinical
spectrum of injury associated with abusive head trauma compel us to modify
our terminology to keep pace with our understanding of pathologic
mechanisms.  Although shaking an infant has the potential to cause
neurologic injury, blunt impact or a combination of shaking and blunt
impact cause injury as well.
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In 2010, the American Academy of Pediatrics published a clinical report, entitled,

“The Eye Examination in the Evaluation of Child Abuse,” which opened with the

statement:

Retinal hemorrhage is an important indicator of possible abusive head
trauma, but it is also found in a number of other conditions.

The Court credits Dr. Galaznik’s testimony that said statement represented a significant 

change from the AAP’s 2001 position.  That is, in 2001, retinal hemorrhages were

presumed to indicate rotational head injury.  By 2010, it was recognized that retinal

hemorrhages could have multiple causes and be present in many situations.  Therefore,

retinal hemorrhages are non-specific.

Based on the credible evidence adduced at the hearing, the Court finds Patrick

Barnes, M.D., to be an expert in the area of pediatric neuroradiology with respect to his

testimony.  Dr. Barnes reviewed current research and scientific literature regarding child

abuse, Shaken Baby Syndrome, and the causes of head and brain injury in children.  He

outlined the research challenges, such as the circularity of many research designs.

Dr. Barnes stated his opinion, to a reasonable degree of medical certainty, that the

findings in this case were more consistent with an impact injury than with a shaking

mechanism without impact.  Moreover, the findings were consistent with a fall from an 18

inch chair, according to the current, best available knowledge and science.  The Court

credits Dr. Barnes’ testimony that the current, best available knowledge and science that

led him to that conclusion was not available in 2001.
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John Waldman, M.D., a pediatric neurosurgeon who testified on behalf of the

Prosecution, also stated that there was no indication of a torn bridging vein in this case.  Dr.

Waldman explained, however, that a child who dies as a result of a short fall will suffer

different injuries than those suffered by Brittney.  The most common is an epidural

hematoma, which acts as a space occupying lesion.  When such an injury is sustained, there

is slow bleeding between the dura and the skull, which expands and eventually crushes the

brain until it dies.  While an epidural hematoma is expanding, the victim may have a lucid

interval.  Dr. Waldman testified that epidural hematomas have been known to cause death,

“as long as people have been falling down.”  However, without meaningful explanation,

Dr. Waldman summarily concluded that Brittney Sheets did not suffer an epidural

hematoma.  

Two other injuries that Dr. Waldman testified might be suffered in a fatal, short fall

are a subdural hematoma acting as a space occupying lesion and a carotid dissection.  Dr.

Plunkett testified that Brittney suffered a small volume acute subdural hematoma, in

addition to malignant rapid brain swelling, contusion or bruising at the base of her left

temporal lobe (a contrecoup contusion), and brain herniation.

On rebuttal, Dr. Plunkett explained the manner in which the terminology used by

doctors has changed since 2002 when they describe injuries to a child’s head, believed to

be caused by abuse.  Dr. Plunkett testified that forensic pathologists generally use the term

“blunt head trauma” or “closed head trauma” to describe the results or cause of injury. 

Pediatricians tend to use the term “abusive head trauma” or “inflicted head trauma.”  When
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asked his opinion as to the significance of that change in terminology, Dr. Plunkett

testified, as follows:

In terms of forensic pathologists, it’s an acknowledgment that shaking is an
unlikely, if not impossible mechanism for brain injury in an infant.  In terms
of pediatricians, I can only state what they said in 2008 or 2009, which is
that they have changed the name from Shaken Baby Syndrome to Abusive
Head Trauma because shaking was too narrow a definition of a mechanism
of injury.

CONCLUSIONS OF LAW

The power to vacate a judgment of conviction upon the ground of newly discovered

evidence and concomitantly grant a new trial rests within the discretion of the hearing court

(see People v McFarland, 108 AD3d 1121 [4th Dept 2013]; see also People v Tankleff, 49

AD3d 160, 178 [2d Dept 2007], citing People v Salemi, 309 NY 208, 215 [1955], cert

denied 350 US 950 [1956]).  The court must make its final decision based upon the likely

cumulative effect of the new evidence had it been presented at trial (see CPL § 440.10 [1]

[g]; see also People v McFarland, 108 AD3d 1121 [4th Dept 2013]; People v Bellamy, 84

AD3d 1260 [2011], lv denied 17 NY3d 813 [2011]).  

Criminal Procedure Law §440.10 (1) (g) states that the judgment may be vacated

upon the ground that:

New evidence has been discovered since the entry of a judgment based upon
a verdict of guilty after trial, which could not have been produced by the
defendant at the trial even with due diligence on his part and which is of
such character as to create a probability that had such evidence been
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received at the trial the verdict would have been more favorable to the
defendant; provided that a motion based upon such ground must be made
with due diligence after the discovery of such alleged new evidence.

The new evidence may only be considered if it satisfies all the following criteria: 

(1) It must be such as will probably change the result if a new trial is granted; (2) It must

have been discovered since the trial; (3) It must be such as could have not been discovered

before the trial by the exercise of due diligence; (4) It must be material to the issue; (5) It

must not be cumulative to the former issue; and (6) It must not be merely impeaching or

contradicting the former evidence (CPL 440.10 [1] [g]; People v Bryant, 117 AD3d 1586

[4th Dept 2014]; People v Hamilton, 115 AD3d 12 [2d Dept 2014], citing People v Salemi,

309 NY at 216 [1955]; People v Tankleff, 49 AD3d 160, 178 [2d Dept 2007]).  Implicit in

the standard, set forth in CPL §440.10 (1) (g), is that the newly discovered evidence must

be admissible (36A Carmody-Wait 2d §205:16).

Pursuant to CPL §440.30 (6), the Defendant bears the burden of proving, by a

preponderance of the evidence, every fact essential to support the motion.  The Defendant

must overcome a presumption of validity attending the judgment of conviction and has the

burden of going forward with allegations sufficient to create an issue of fact (36A

Carmody-Wait 2d §205:85).

As to the probability of a different verdict, it is not sufficient that the Defendant

demonstrate that there is a mere possibility that the jury would return a verdict more

favorable to her, if presented with the newly discovered evidence.  The proper standard is a

probability that the result of the trial would be changed.  (See generally People v Jackson,
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238 AD2d 877 [4th Dept 1997], lv denied 90 NY2d 859 [1997].)  By way of example, a

motion to vacate on the grounds of newly discovered evidence would be denied where

there was other, overwhelming evidence of the Defendant’s guilt (34B NY Jur 2d Criminal

Law: Procedure §3390).

The Court, with those considerations in mind, in conjunction with its Findings of

Fact and the legal arguments of the respective parties, hereby concludes, as follows.

The credible and persuasive evidence presented by the Defense established, by a

preponderance of the evidence, a significant change in medical science relating to head

injuries in children, generally, and the Shaken Baby Syndrome hypothesis, in particular,

since the time of the Trial in this matter.  New research into the biomechanics of head

injury reveals that the doctors who testified on behalf of the Prosecution at Trial

misinterpreted the medical evidence to conclude that shaking, or shaking with impact, was

the only mechanism capable of causing Brittney’s injuries.  

The People disputed the notion that the medical community did not accept the

possibility that a short fall could be fatal until after January 2002.  The Court determines,

however, that the Defense established that the mainstream belief in 2001-2002, espoused

by the Prosecution’s expert witnesses at Trial, that children did not die from short falls, has

been proven to be false.  As more fully set forth in the Findings of Fact, the Court credited

the testimony of the Defense experts that case studies have demonstrated that children have

died from short falls, that biomechanical research has explained the force produced in falls,

and that advances in imaging have undercut the theory that shaking causes fatal injury
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through the tearing of bridging veins.  The Court further determines that the availability of

a text published in 2001 discussing the danger of falls does not undermine the Defendant’s

contention that there has been a sea change in medical belief regarding that danger.

The credible evidence adduced at the hearing also established that doctors view

retinal hemorrhages very differently today than they did at the time of Trial.  Even Dr.

Forbes, a Prosecution witness, admitted that the relevant medical community knows more

about retinal hemorrhages in 2014 than it did at the time of Trial.  As more fully set forth in

the Findings of Fact, at the time of Trial ophthalmologists believed that only the

acceleration, and deceleration forces generated by violent shaking could cause retinal

hemorrhages.  At the hearing, Dr. Forbes agreed that doctors now know that other events,

such as trauma, intracranial pressure, and many other events can cause retinal hemorrhages. 

Furthermore, Dr. Forbes conceded that the force generated by a single shake is similar to

the force that would be caused by a fall.

Likewise, the credible evidence adduced at the hearing established changes in the

field of pediatrics regarding head injury in children.  In 2001, the American Academy of

Pediatrics published an official paper stating that short falls do not cause the constellation

of injuries, attributed at Trial to shaking.  In 2009, the same organization published a new

position paper acknowledging that injures from accidental and abusive causes overlap, and

removing the claim that short falls do not cause symptoms like those observed in Brittney.
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Similarly, in 2001, retinal hemorrhages were presumed to indicate rotational head

injury, but by 2010, the American Academy of Pediatrics recognized that retinal

hemorrhages can have many different causes.

Changes in the field of pediatric radiology concerning Shaken Baby Syndrome was

reflected in the testimony of Dr. Baden and Dr. Barnes, who opined that it is impossible,

relying on current medical knowledge and Evidence Based Medicine standards, to conclude

that Brittney’s injuries were inconsistent with a reported history of a fall from a chair onto

a carpeted floor.  Contrary to Dr. Rubio’s determination at the time of Trial that Brittney

was shaken, and her rejection of a short fall as an explanation for Brittney’s death, Dr.

Barnes’ opinion was that Brittney’s injuries were more consistent with a fall to the floor

from an 18 inch chair than they were with shaking.

Although the Prosecution witnesses at the Hearing did not deny that short falls

could be fatal, they countered that fatal, short falls are so rare as to be inconsequential, and

that the injuries sustained by Brittney were not the kind of injuries caused by falls.  

The People also challenged the relevance of the Defense argument that the “triad” is

no longer pathognomonic for abuse, inasmuch as the Defense offered no proof that any

medical expert for the Prosecution at Trial ever mentioned the “triad” or considered it to be

dispositive in their diagnostic decision-making.  Rather, the People contended that the

medical experts at Trial testified that they considered the history provided by the

Defendant, and Brittney’s parents.  In that regard, the Court finds the testimony of Dr.

Barnes to be persuasive, such that in 2001-2002, when treating doctors observed the triad
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of injuries, histories would be rejected unless a caretaker could provide an adequate

explanation for the injuries, such as an automobile accident or a fall from two to three

stories in height.

The Court is mindful of the Prosecution’s argument that, although the Defense

experts opined that the manner of Brittney’s death was an accidental fall from a chair, those

opinions do not constitute newly discovered evidence.  Rather, they merely contradict

former opinion testimony given at Trial by the Prosecution’s expert witnesses.  The People

further argued that those differing opinions are not new, because the Defendant’s medical

expert at Trial testified that Brittney’s injuries were consistent with a fall from a chair.  

Nevertheless, the credible evidence adduced at the Hearing, which was supported

by expert testimony from different disciplines and specialties – pediatrics, radiology,

pathology, ophthalmology, and biomechanical engineering – established by a

preponderance of the evidence that key medical propositions relied upon by the

Prosecution at Trial were either demonstrably wrong, or are now subject to new debate.

The People argued that, even if the Court determined that there is new evidence

regarding the lethality of short falls, it is not probable that a jury would acquit the

Defendant at a new trial based on such evidence.  The People posited that the jury would

hear that it is exceedingly rare for a child to die from a short fall, and that the types of

injuries a child suffers in a fatal short fall are different from the injuries Brittney suffered.

Further, the jury would be left to examine that evidence in light of the Defendant’s
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arguably inconsistent version of events and the People’s expert witnesses, who concluded

that Brittney’s injuries were inflicted, rather than caused by a fall.

The Court concludes, however, that in light of current information available to the

medical and other scientific communities, it is unlikely that the Prosecution’s experts at a

new Trial would testify as adamantly, if at all, as they did in 2001, that Brittney’s injuries

were the type caused by shaking, and that they were not the type caused by a short fall (see

generally Cavazos v Smith, __ US __, __; 132 S Ct 2, 21,  [2011, Ginsburg, J., dissenting]). 

The credible evidence adduced at the hearing established that recent medical and scientific

opinion significantly, and substantially, undermines that 2001 Trial testimony.

The newly discovered evidence in this case thus shows that there has been a

compelling and consequential shift in mainstream medical opinion since the time of the

Defendant’s Trial as to the causes of the types of trauma that Brittney exhibited.  Moreover,

the Defense presented evidence that was not discovered until after the entry of judgment, in

the form of expert medical testimony, that a significant and legitimate debate in the

medical community has developed in the past 13 years, over whether young children can be

fatally injured by means of shaking, particularly in consideration of the injuries suffered by

Brittney at her age.  Thus, the Court concludes that the evidence is of such character as to

create a probability that it would change the result if a new Trial was granted.  (See

generally State v Edmunds, 2008 WI App 33 [2008]).

The Court notes that the due diligence requirement is measured against the

Defendant’s available resources and the practicalities of the particular situation (People v

26



Bryant, 117 AD3d 1586 [4th Dept 2014]).  Accordingly, the Court concludes that the

Defendant could not have produced such evidence at Trial, even with due diligence, as the

credible evidence adduced at the Hearing demonstrated that the bulk of the medical

research and literature supporting the Defense position, and the emergence of the Defense

position in the medical community, only emerged in the 13 years following her Trial (see

generally State v Edmunds, 2008 WI App 33 [2008]). 

Further, the Court determines that the new medical testimony presents an alternate

theory for the source of Brittney’s injuries, and such evidence differs in substance and

quality from the Defense evidence at Trial.  The new evidence is material to the issue, and

it is not cumulative , merely impeaching, or contradicting of the former evidence.

The Court thus concludes that the proffered expert witness testimony, concerning

head injuries in children, does constitute “new evidence” as that term is contemplated by

CPL § 440.10 (1) (g).  The Defendant’s alternative request to amend the motion to add a

claim pursuant to CPL § 440.10 (1) (c), and to reinstate her claim pursuant to CPL § 440.10

(1) (h), is therefore rendered moot.

In light of the foregoing, the Court need not address whether the proffered

testimony, concerning Sandra Hennessy’s observations of Cameron Burnside’s behavior,

constitutes “new evidence” as that term is contemplated by Criminal Procedure Law 

§ 440.10 (1) (g) or, whether it should be considered in support of this motion.  The Defense

argued that, unbeknownst to the parties at the time of Trial, for at least two years after

leaving the Defendant’s care, young Cameron was seen by Ms. Hennessy, his subsequent
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daycare provider, to engage in a specific role playing game a couple of times per week. 

Cameron would speak to an imaginary friend named, “Brittney,” whom he told to jump and

encouraged her to “do it.”  Cameron then would use a particular stuffed animal to comfort

his imaginary friend.  Nevertheless, upon consideration of all of the testimony offered at

the hearing from Sandra Hennessy, the Court finds that such testimony was credible, and

compelling, but this Court is not considering that testimony upon reaching its decision in

this matter.

Accordingly, it is hereby,

ORDERED, ADJUDGED AND DECREED, that the Defendant’s motion for an

order, pursuant to Criminal Procedure Law § 440.10 (1) (g), vacating the judgment of

conviction and sentence in this matter, is hereby GRANTED; and it is hereby

ORDERED, ADJUDGED AND DECREED, that the Defendant is hereby

GRANTED a new Trial, on the charge set forth in the above-referenced Indictment, on a

date to be determined by the Court; and it is hereby

ORDERED, ADJUDGED AND DECREED, that the Defendant be brought back 

before the Court, forthwith, to schedule a new Trial.

The above constitutes the Decision and Order of this Court.

Dated: December 16, 2014
Rochester, New York

     S/HON. JAMES J. PIAMPIANO   
      HON. JAMES J. PIAMPIANO
         COUNTY COURT JUDGE

E N T E R                 

28


	Workshop 20 Cover
	Workshop #20

	WS20 Schedule
	_01_2015aafsWS20_MARTELL-1pp
	_02_2015aafsWS20_RISINGER-102pp
	_03_2015aafsWS20_SULNER-32pp
	Handwriting-CognitiveBias
	1983_extra_lexis_3

	_04_2015aafsWS20_SHELTON-8pp
	Closing_the_Gate_on_Biased_Expert_Testimony

	_05_2015aafsWS20_SIMON-91pp
	Chapter_1_Introduction-2015aafsWS20

	_06_2015aafsWS20_KASSIN-63pp
	Kassin_et_al._(2010)_-_White_paper-1
	Kassin_(2012)_-_Why_Confessions_Trump_Innocence-2
	Kassin_Dror_Kukucka_(2013)_-_Forensic_Confirmation_Bias-3
	The forensic confirmation bias: Problems, perspectives, and proposed solutions
	1 The problem
	2 The forensic sciences: accuracy and error
	3 Classic confirmation biases: a psychological perspective
	3.1 Perceptual and cognitive effects
	3.2 Social perception effects
	3.3 Cognitive and motivational sources of bias

	4 The forensic confirmation bias
	4.1 Context effects on forensic judgments
	4.2 Elasticity of forensic evidence
	4.3 Bias and self-insight
	4.4 Null effects from the Netherlands
	4.5 Forensic confirmation bias in actual cases
	4.6 Implications for accuracy and error

	5 How to reduce bias: proposed reforms
	5.1 Reducing bias in the crime laboratory
	5.2 Reducing bias in the courts

	Acknowledgements
	References



	_07_2015aafsWS20_MURRIE-65pp
	Murrie_Bio_2015aafsWS20-ASver-123014
	Murrie_DRAFT_bias_lectture_for_AAFS_2014-19pp
	Psychological_Science-2013-Murrie-1889-97-10pp
	Murrie_et_al_2009_Adversarial_allegiance_on_ARAIs_PPPL-35pp

	_08_2015aafsWS20_LANGENBURG-25pp
	_09_2015aafsWS20_THOMPSON2-77pp
	THOMPSON_2015aafsWS20bioblurb
	PPT.Thompson--National_Commission_(with_notes)-30pp
	2011.AJFS-final-12pp
	2013.Modeling_Domain-Relevant_(Conf_Paper)-17pp
	2014.NIJ_Proposal_(Excerpt)-14pp
	I. Statement of the Problem
	II. Project Design and Implementation


	Thompson-Vuille-Biedermann-Taroni.pdf
	The role of prior probability in forensic assessments


	_10_2015aafsWS20_TUERKHEIMER-30pp
	Tuerkheimer_Chapter_123014ver

	_11_2015aafsWS20_RORKE-ADAMS-20pp
	Rorke-Adams_Bio_2015aafsWS20-ver2
	image2014-12-15-104346-2011-recog
	image2014-12-15-103953-2009-recog
	image2014-12-15-104526-1998-recog

	_12_2015aafsWS20_FINDLEY-33pp
	PInes,_Confirmation_Bias_in_Emergency_Medicine
	Berner_&_Graber,_Overconfidence_&_Diagnostic_Error
	Overconfidence as a Cause of Diagnostic Error in Medicine
	INCIDENCE AND IMPACT OF DIAGNOSTIC ERROR
	What is the Extent of Incorrect Diagnosis?
	Second Opinions and Reviews
	Dermatology
	Anatomic Pathology
	Radiology

	Studies of Specific Conditions
	Autopsy Studies
	Studies Using Standardized Cases

	What Percentage of Adverse Events is Attributable to Diagnostic Errors and What Percentage of Diagnostic Errors Leads to Adverse Events?
	Error Databases
	Malpractice Claims

	Has the Diagnostic Error Rate Changed Over Time?
	Summary

	PHYSICIAN OVERCONFIDENCE
	Attitudinal Aspects of Overconfidence
	Knowledge-Seeking Behavior
	Response to Guidelines and Decision-Support Tools

	Cognitive Aspects of Overconfidence
	Direct Evidence of Overconfidence
	Causes of Cognitive Error
	Heuristics
	Premature Closure
	Confirmation Bias and Related Biases
	Context Errors

	Clinical Cognition

	Complacency Aspect of Overconfidence
	Summary

	STRATEGIES TO IMPROVE THE ACCURACY OF DIAGNOSTIC DECISION MAKING
	Strategies that Focus on the Individual
	Education, Training and Practice
	Metacognitive Training and Reflective Practice

	System Approaches
	Computer-based Diagnostic Decision Support
	Feedback and Calibration
	Radiology
	Pathology
	Autopsy
	Feedback in Other Field Settings (The Questec Experiment)

	Follow-up


	ANALYSIS OF STRATEGIES TO REDUCE OVERCONFIDENCE
	Tradeoffs in Time, Cost, and Accuracy
	Unintended Consequences
	It Takes More Time
	It Can Lead to Extra Testing
	It May Change the Patient-Physician Dynamic
	The Risk of Diagnostic Error May Actually Increase
	Increased Reliance on Consultative Systems May Result in “Deskilling.”


	RECOMMENDATIONS FOR FUTURE RESEARCH
	Overconfidence
	Preventability of Diagnostic Error
	Mitigating Harm
	Debiasing
	Feedback
	Follow-up
	Minimizing the Downside

	CONCLUSIONS
	Physicians Overestimate the Accuracy of Their Diagnoses
	Overconfidence Contributes to Diagnostic Error

	ACKNOWLEDGMENTS
	AUTHOR DISCLOSURES
	References


	AJM,_Minimizing_Diagnostic_Error_with_Feedback

	_13_2015aafsWS20_SCHECK-29pp
	SCHECK_2015aafsWS20bio-Bailey_decision_121614



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice




